
ar
X

iv
:2

10
4.

03
13

8v
3 

 [
cs

.D
S]

  1
 M

ar
 2

02
3

Discrete Mathematics and Theoretical Computer Science . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vol. 25:1 #7 (2023)

Destroying Multicolored Paths and Cycles

in Edge-Colored Graphs

Nils Jakob Eckstein1 Niels Grüttemeier2∗
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We study the computational complexity of c-COLORED Pℓ DELETION and c-COLORED Cℓ DELETION. In these

problems, one is given a c-edge-colored graph and wants to destroy all induced c-colored paths or cycles, respectively,

on ℓ vertices by deleting at most k edges. Herein, a path or cycle is c-colored if it contains edges of c distinct

colors. We show that c-COLORED Pℓ DELETION and c-COLORED Cℓ DELETION are NP-hard for each non-trivial

combination of c and ℓ. We then analyze the parameterized complexity of these problems. We extend the notion of

neighborhood diversity to edge-colored graphs and show that both problems are fixed-parameter tractable with respect

to the colored neighborhood diversity of the input graph. We also provide hardness results to outline the limits of

parameterization by the standard parameter solution size k. Finally, we consider bicolored input graphs and show a

special case of 2-COLORED P4 DELETION that can be solved in polynomial time.

Keywords: NP-hard problem, graph modification, edge-colored graphs, parameterized complexity

1 Introduction

A classic type of graph problems are edge-deletion problems, where one wants to modify a given graph

such that it fulfills some graph property Π using a minimum number of edge deletions. While edge-

deletion problems are well-studied on simple, uncolored graphs [ASS17, BBD06, CDFG20, EMC88,

Yan81], there is not much work on such problems on edge-colored graphs. At the same time, edge-colored

graphs have an increasing number of applications, for example as a formal model of multilayer networks,

an important tool for describing complex systems with multiple types of relations [BCG+13, BBC+14,

SK20]. Motivated by this, we analyze the computational complexity of the following fundamental edge-

deletion problem on edge-colored graphs.
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†FS was supported by the DFG, project MAGZ (KO 3669/4-1).
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c-COLORED Pℓ DELETION (cPℓD)

Input: A c-edge-colored graph G = (V,E = E1 ⊔ . . . ⊔ Ec)
(i), an integer k.

Question: Is there a set S of at most k edges such that deleting S from G results in a graph

that contains no c-colored Pℓ as induced subgraph?

Herein, a path is c-colored if its edge set is colored by exactly c distinct colors. The set S is called

a solution. We also consider c-COLORED Cℓ DELETION (cCℓD) where we aim to destroy all c-colored

induced cycles of ℓ vertices for a fixed c ∈ [ℓ]. Moreover, several of our results hold also for the variant

where we aim to destroy non-induced c-colored paths or cycles. Let us remark that we are not aware of a

direct application of these problems. It seems, however, very plausible that algorithmic knowledge about

these fundamental edge-deletion problems will be useful in more applied settings. They may, for example,

serve as a starting point of showing hardness of other edge-modification problems in edge-colored graphs.

Related Work. The uncolored case of cPℓD and cCℓD is NP-hard for any ℓ ≥ 3 [EMC88, Yan81]. In

fact, it is known that H DELETION is NP-complete for any graph H if and only if H has at least two

edges [ASS17]. Recently, it was shown that 2P3D is NP-hard as well [GKSS21]. If the input is restricted

to graphs G where each bicolored P3 of G is an induced subgraph of G, then 2P3D is polynomial-time

solvable [GKSS21]. Furthermore, the problem of destroying not only induced, but also non-induced bi-

colored paths containing three vertices is polynomial-time solvable on bicolored graphs but NP-hard on

3-colored graphs [CL18]. The problem of detecting paths and cycles with certain edge-colorings has also

received a considerable amount of attention [ADF+08, BLWZ05, GLM+09, GdLMM12]. Considering

vertex-colored graphs instead of edge-colored graphs, Bruckner et al. [BHK+12] studied the parameter-

ized complexity of an edge-deletion problem, where one aims to obtain a graph in which no connected

component contains two vertices of the same color.

Our Results. First, we consider the classical complexity of cPℓD and cCℓD in Section 3. We show

that cPℓD is NP-hard for each ℓ ≥ 3 and each c ∈ [ℓ − 1] and that cCℓD is NP-hard for each ℓ ≥ 3
and each c ∈ [ℓ]. Since cPℓD is trivially solvable if ℓ < 3 or c ≥ ℓ, and cCℓD is not properly defined

if ℓ < 3 and trivially solvable if c > ℓ, this implies that cPℓD and cCℓD are NP-hard for each non-trivial

combination of c and ℓ. An aspect that complicates the analysis of edge-deletion problems is that an

edge deletion may create a new forbidden induced subgraph. To formalize this effect, we introduce the

following notion. An input graph G of an instance (G, k) of cPℓD (cCℓD) is strictly non-cascading if

each subgraph ofG that is a c-colored path (a c-colored cycle) is an induced subgraph. Using these terms,

2P3D is polynomial-time solvable on strictly non-cascading graphs [GKSS21]. We show that cPℓD is

NP-hard on strictly non-cascading graphs for each ℓ ≥ 4 and each c ∈ [2, ℓ− 2] and that cCℓD is NP-hard

on strictly non-cascading graphs for each ℓ ≥ 3 and each c ∈ [ℓ].

Second, we consider the parameterized complexity of cPℓD in Section 4. We consider a new parameter

that we call the colored neighborhood diversity. This parameter measures the number of sets of vertices

that have different colored neighborhoods in the edge-colored graph. We show that cPℓD and cCℓD are

fixed-parameter tractable with respect to this parameter. We believe that colored neighborhood diversity

may be of broader interest in the study of computational problems on edge-colored input graphs. Fur-

thermore, we study parameterization by the standard parameter solution size k. By using standard search

tree techniques for uncolored graphs [Cai96], it is easy to see that cPℓD and cCℓD are fixed-parameter

(i) The ⊔-operator denotes the disjoint union. Hence, Ei ∩ Ej = ∅ for i, j ∈ [c], i 6= j.
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tractable with respect to k for any fixed ℓ ≥ 1 and any c ∈ [ℓ− 1] or c ∈ [ℓ], respectively. We prove that

for cPℓD (or cCℓD, respectively) this cannot be improved to a running time where the exponential factor

is independent of ℓ unless FPT=W[2] even if forbidden subgraphs can be detected in polynomial time.

Finally, we study 2P4D on subclasses of bicolored input graphs. We show that 2P4D remains NP-hard

even when each edge color induces a cluster graph. If, additionally, the input graph contains no induced

bicolored P4 that starts and ends with edges of the same color, then 2P4D can be solved in polynomial

time. The algorithm is based on a characterization of such graphs that may be of independent interest.

2 Preliminaries

For integers a ∈ N and b ∈ N we define [a, b] := {a, . . . , b} if a ≤ b and [a, b] = ∅ if a > b. Furthermore,

we define [b] := [1, b]. We denote the vertex set of a graph G by V (G) and its edge set by E(G).
Throughout this work let n := |V (G)| and m := |E(G)|. By |G| := n+m we denote the size of G.

In contrast to a graph, the edges of a multigraph are a multiset. Hence, in a multigraph two vertices

can have multiple edges between them. In an edge-colored graph, the edge set is partitioned into c
disjoint, non-empty subsets E1, . . . , Ec. We call such a graph c-colored and if c = 1 we call the graph

uncolored. For sake of illustration we define Eb := E1 as the set of blue edges, Er := E2 as the set of

red edges,Ey := E3 as the set of yellow edges, Eg := E4 as the set of green edges, and draw them in the

figures accordingly. For a given graph G we denote the set of all edges with color α ∈ [c] by Eα(G).
For two vertex sets V ′ ⊆ V (G) and V ′′ ⊆ V (G) we define EG(V

′, V ′′) := {{u, v} ∈ E | u ∈
V ′ and v ∈ V ′′} and EG(V

′) := EG(V
′, V ′). We call G′ := (V ′, E′) a subgraph of G if V ′ ⊆ V (G)

and E′ ⊆ EG(V
′). If E′ = EG(V

′) we call (V ′, E′) an induced subgraph and write G[V ′]. We denote

the graph formed by deleting the edges of an edge set E′ fromG by G− E′ := (V,E \ E′). For a vertex

v ∈ V (G), we denote the open neighborhood of v in G by NG(v) := {u ∈ V (G) | {u, v} ∈ E(G)}
and the closed neighborhood by NG[v] := NG(v) ∪ {v}. We denote the degree of v in G by degG(v) :=
|NG(v)|. For every color i ∈ [c] we define the i-neighborhood by N i

G(v) := {u ∈ V (G) | {u, v} ∈ Ei}.

We may drop the subscript ·G when it is clear from context.

We say that a vertex set V ′ ⊆ V (G) is a vertex cover for G if at least one of u and v is in V ′ for each

edge {u, v} ∈ E(G). We say that a vertex set V ′ ⊆ V (G) is an independent set if {u, v} /∈ E(G) for

each pair of vertices u, v ∈ V ′. A graph G is called tripartite if V (G) can be partitioned into 3 (possibly

empty) independent sets.

A graph G is a path if it is possible to index its vertices with numbers from [n], in such a way

that {vi, vj} ∈ E(G) if and only if i + 1 = j. A path with the additional edge {vn, v1} is called a

cycle. We denote a path (cycle) consisting of ℓ vertices by Pℓ (Cℓ). The length of a path (cycle) G is

the number of its edges, |E(G)|. For any graph G, the 2-subdivision of G is the graph we get from in-

serting two new vertices on every edge, that is, from replacing each edge {u, v} ∈ E(G) by a P4 with

vertices {u, x, y, v}. A graph G is a 2-subdivision graph if it is the 2-subdivision of some graph H . The

girth of G is the length of a shortest cycle in G, for acyclic graphs the girth is infinite.

For two edge-colored graphs G and F , we say that G is isomorphic to F , and we write G ∼= F if there

is a bijective function ϕ : V (G) → V (F ) such that {u, v} ∈ E(G) is an edge with color c if and only

if {ϕ(u), ϕ(v)} ∈ E(F ) is an edge with color c. Furthermore, we say that G is F -free if G[V ′] ≇ F for

each vertex set V ′ ⊆ V (G).
In this work we study the computational problems cPℓD and cCℓD. We sometimes use the following

problem formulation that generalizes cPℓD and cCℓD. Herein, we let F is a set of c-colored graphs.
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F -DELETION

Input: An edge-colored graph G = (V,E = E1 ⊔ . . . ⊔ Ec), an integer k.

Question: Is there a set S of at most k edges such that G− S is F -free for every F ∈ F?

Observe that, for given c and ℓwe can defineF as the set of c-coloredPℓ (or c-coloredCℓ, respectively).

Thus, F -DELETION generalizes the problems we consider in this work.

For the relevant notions of parameterized complexity refer to the standard textbook [CFK+15].

3 Classical Complexity

We first prove the NP-hardness of cPℓD and cCℓD. In our analysis we focus on the impact of cascading

effects on the complexity: The NP-hardness of 2P3D relies on the fact that edge deletions may create

new bicolored P3s, as 2P3D is polynomial-time solvable on graphs that do not provide this cascading

effect [GKSS21]. Here, we show that cPℓD with ℓ ≥ 4 and c ∈ [2, ℓ − 2] is NP-hard even when limited

to instances where G is non-cascading, defined as follows.

Definition 1. • Let F be a set of forbidden subgraphs. An edge e of a graph G is a conflict edge if

there is some F ∈ F such that e is contained in an induced F in G.

• Let X be the set of all conflict edges. The graph G is non-cascading if every non-induced sub-

graph F ∈ F in G is not an induced F in G−X ′ for every subset X ′ ⊆ X .

• The graph G is strictly non-cascading if there is no non-induced subgraph F ∈ F in G.

It is easy to see that a graph is non-cascading if it is strictly non-cascading. We call an edge conflict-free

if it is not a conflict edge. Observe that in case of cPℓD it can be checked in polynomial time if a given

graph G is non-cascading since ℓ is a constant: First, determine all conflict edges of G in O(nℓ) time.

Second, iterate over all O(nℓ) non-induced c-colored Pℓ subgraphs of G. Let v1, . . . , vℓ be the vertices

of one such subgraph. Then, check if there is a conflict-free edge {vi, vj} with i, j ∈ [ℓ] and j 6= i + 1.

If this is the case for all non-induced c-colored Pℓ subgraphs of G return yes. Otherwise, return no. The

main idea of non-cascading graphs is that it is sufficient to hit all initial conflicts in the input graph and

that conflict-free edges are never part of a solution. The next proposition formalizes this idea.

Proposition 1. Let (G, k) be an instance of F -DELETION where G is non-cascading, and let X be the

set of conflict edges of G. If S̃ is an edge-deletion set such that every induced F ∈ F in G is not an

induced F in G− S̃, then S := S̃ ∩X is an edge-deletion set such that G− S has no induced F ∈ F .

Proof: Assume towards a contradiction that G − S contains an induced F ∈ F . Let e1, . . . , eℓ be the

edges of an induced F in G − S. Since G − S̃ contains no induced F one of the edges ei with i ∈ [ℓ]
belongs to S̃ \X and therefore ei is conflict-free. Consequently, e1, . . . , eℓ form a non-induced F in G.

Then, since G is non-cascading and S ⊆ X it follows that e1, . . . , eℓ do not form an induced F in G− S
which contradicts our assumption.

Observe that Proposition 1 implies that a minimal solution only consists of conflict edges if the input

graph is non-cascading.
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3.1 c-colored Pℓ Deletion

First, we show the hardness of cPℓD. The following lemma is useful for showing the correctness of our

reduction.

Lemma 1. Let G = (V = {v1, . . . , vd·(ℓ−1)}, E) be a path where any ℓ consecutive vertices form a

c-colored Pℓ and let S ⊆ E be an edge set of size d − 1. Then, G − S is c-colored Pℓ-free if and only

if S = {{vi, vi+1} | i mod (ℓ − 1) = 0}.

Proof: Let S = {{vi, vi+1} | i mod(ℓ−1) = 0}. Since |V | = d·(ℓ−1) we conclude that |S| = d−1. We

will show thatG′ := G−S isPℓ-free and hence,G′ is c-coloredPℓ-free. Let V ′ ⊆ V such that the induced

subgraphG[V ′] is a c-coloredPℓ. SinceG is a path, V ′ = {vi, . . . , vi+ℓ−1} for some i ∈ [(d−1)·(ℓ−1)].
Since |[i, i + ℓ− 2]| = ℓ− 1 there is a î ∈ [i, i + ℓ− 2] such that î mod(ℓ − 1) = 0. Thus, we conclude

that there is an edge e ∈ EG(V
′) such that e ∈ S. Hence, G′ is c-colored Pℓ-free.

Conversely, let S be an edge-deletion set of size d−1 such thatG−S is c-coloredPℓ-free. Let {vi, vi+1}
be the j-th edge in S. We denote V1 := {v1, . . . , vi} and V2 := {vi+1, . . . , vd·(ℓ−1)}. Since {vi, vi+1} is

the j-th edge in S, we know that |S ∩ EG(V1)| = j − 1.

First, assume towards a contradiction that i ≥ j · (ℓ− 1) + 1. Then,

|V1| = i ≥ j · (ℓ− 1) + 1.

Since any ℓ consecutive vertices form a c-colored Pℓ, we conclude that G[V1] contains at least j edge-

disjoint c-colored Pℓs. Since |S ∩EG(V1)| = j − 1, this is a contradiction to the condition that G− S is

c-colored Pℓ-free. Thus, i ≤ j · (ℓ − 1).
Next, assume towards a contradiction that i ≤ j · (ℓ− 1)− 1. Then,

|V2| = d · (ℓ− 1)− i

≥ (d− j) · (ℓ− 1) + 1.

Since any ℓ consecutive vertices form a c-coloredPℓ, we conclude thatG[V2] contains at least (d−j) edge-

disjoint c-colored Pℓs. Hence, |S ∩EG(V2)| ≥ (d− j). We conclude that |S| ≥ d, since |S ∩EG(V1)| =
j − 1 and {vi, vi+1} ∈ S. This is a contradiction to the condition that |S| = d− 1. Thus, i ≥ j · (ℓ − 1).

Hence, we know that i = j · (ℓ− 1). Thus, the j-th edge in S is {vj·(ℓ−1), vj·(ℓ−1)+1} and therefor S =
{{vi, vi+1} | i mod(ℓ− 1) = 0}.

Now we will show that cPℓD is NP-hard for ℓ ≥ 4 even if the input graph has a somewhat simple

structure. From this result we will be able to prove that cPℓD remains NP-hard on non-cascading input

graphs if ℓ ≥ 4 and c ∈ [2, ℓ− 2].

Theorem 1. cPℓD is NP-hard for each ℓ ≥ 4 and each c ∈ [2, ℓ− 2] even if the maximum degree of G is

three, and the girth of G is greater than 2 · d · ℓ for any constant d ≥ 1.

Proof: We give a polynomial-time reduction from the NP-complete (3,B2)-SAT problem [BKS03],

a version of 3SAT where one is given a CNF formula Φ on variables x1, . . . , xη where every clause

contains exactly three literals and each literal xi and ¬xi occurs exactly twice in Φ.

Construction: Let Φ be a (3,B2)-SAT formula with clauses C = {c1, . . . , cµ} and variables X =
{x1, . . . , xη}. We use the following gadgets to construct an equivalent instance (G = (V,E), k) of cPℓD

from Φ.
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(a)

U1
j U2

j U3
j

uj

u1,2j u2,2j u3,2j

u1,3j u2,3j u3,3j

u1,ℓ−1
j u2,ℓ−1

j u3,ℓ−1
j

(b)

uj

u1,4j u2,4j u3,4j

(c)

uj

u1,4j u2,4j u3,4j

Fig. 1: (a) General structure of a clause gadget Zj . The black dotted line represents a path containing ℓ− 3 vertices

in total. (b) Clause gadget for ℓ = 5, c = 2. (c) Clause gadget for ℓ = 5, c = 3.

For each clause cj ∈ C we construct a clause gadget Zj consisting of three vertex sets U1
j , U

2
j and U3

j ,

each containing ℓ−1 vertices. For each p ∈ [3], we denote the vertices in Up
j by up,1j , . . . , up,ℓ−1

j . For s ∈

[ℓ−2] we add edges {up,sj , up,s+1
j }. If s < c we add an edge of color s. Else we add an edge of color c. In

other words {up,1j , up,2j } is blue, {up,2j , up,3j } is red and the color of the next edges depends on c. Observe

that G[Up
j ] is a c-colored Pℓ−1. We connect the three Pℓ−1s by identifying u1,1j = u2,1j = u3,1j =: uj (see

Fig. 1 for an example).

For each variable xi ∈ X we construct a variable gadget Xi as follows. First, let z := d · (ℓ− 1) + 1.

Note that z is the minimum number of vertices on a path that contains d edge-disjoint Pℓs. The vari-

able gadget Xi consists of four vertex sets of z vertices T 1
i , T

2
i , F

1
i , F

2
i and a vertex set of ℓ − 4 ver-

tices Wi := {w1
i , . . . , w

ℓ−4
i }. Note that Wi = ∅ for ℓ = 4. For q ∈ [2] the vertices in T q

i are de-

noted by tq,1i , . . . , tq,zi and the vertices in F q
i are denoted by f q,1

i , . . . , f q,z
i . For s ∈ [z − 1] we add

edges {tq,si , tq,s+1
i } and {f q,s

i , f q,s+1
i }. If 0 < s mod(ℓ− 1) < c we add an edge with color s mod(ℓ− 1)

and else we add an edge with color c. So if s mod(ℓ − 1) = 1 we add a blue edge, if s mod(ℓ − 1) = 2
we add a red edge, and otherwise the edge-color depends on c.

We connect T 1
i and T 2

i by identifying t1,1i = t2,1i =: ti and analogously we connect F 1
i and F 2

i by

identifying f1,1
i = f2,1

i =: fi. If ℓ = 4 we add a red edge {ti, fi}. If ℓ > 4 we connect ti and fi by a

(c− 1)-colored path with vertices in {ti}∪Wi∪{fi} that does not contain a blue edge (see Fig. 2). Since

|{ti}∪Wi∪{fi}| = ℓ− 2 ≥ c, this path always has at least (c− 1) edges. Hence, we can always connect

ti and fi by a (c− 1)-colored path.

Note that any ℓ consecutive vertices in G[T 1
i ], G[T

2
i ], G[F

1
i ] and G[F 2

i ] form a c-colored Pℓ. Hence,

G[T 1
i ], G[T

2
i ], G[F

1
i ] and G[F 2

i ] are four paths, each containing d edge-disjoint c-colored Pℓs. And

since {tq,2i , ti} ∈ Eb(G) and ti and fi are connected by (c − 1)-colored Pℓ−1 with no blue edge, the

induced subgraphsG[{tq,2i , ti, w
1
i , . . . , w

ℓ−4
i , fi, f

q′,2
i }] are also c-colored Pℓs for q, q′ ∈ [2].

Then, we denote the following edge sets (see Fig. 2).

T b
i := {{tq,si , tq,s+1

i } ∈ E | s mod(ℓ− 1) = 1, q ∈ [2]}.

F b
i := {{f q,s

i , f q,s+1
i } ∈ E | s mod(ℓ− 1) = 1, q ∈ [2]}.
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(a)

T 2
i

T 1
i

F 2
i

Wi

F 1
i

t1,zi t1,2i

t2,zi t2,2i

ti

w1
i wℓ−4

i

fi

f1,z
if1,2

i

f2,z
if2,2

i

(b)

t1,9i t1,5i

t2,9i t2,5i

ti w1
i fi

f1,5
i f1,9

i

f2,5
i f2,9

i

Fig. 2: (a) The generalized structure of a variable gadget Xi. Note that Wi = ∅ if ℓ = 4. The edges of color c are

black. (b) An exemplary variable gadget for ℓ = 5, c = 3, d = 2.

T r
i := {{tq,si , tq,s+1

i } ∈ E | s mod(ℓ− 1) = 2, q ∈ [2]}.

F r
i := {{f q,s

i , f q,s+1
i } ∈ E | s mod(ℓ− 1) = 2, q ∈ [2]}.

Note that |T r
i | = |F r

i | = |T b
i | = |F b

i | = 2 · d.

To connect the variable and clause gadgets we identify vertices as follows (see Fig. 3). For p ∈ [3],
q ∈ [2], any variable xi ∈ X and any clause cj ∈ C we set

up,2j =

{
tq,zi if the literal xi has its q-th occurence as the p-th literal in cj

f q,z
i if the literal ¬xi has its q-th occurence as the p-th literal in cj .

Note that for each clause gadget Zj and p ∈ [3] the vertex up,2j is identified with exactly one vertex

from a variable gadget and for each variable gadget Xi and q ∈ [2] the vertices tq,zi and f q,z
i are each

identified with exactly one vertex from a clause gadget, since each literal occurs exactly twice in Φ.

It is easy to see that the maximum degree ofG is three. Furthermore, the girth ofG is at least 2·d·ℓ, since

the smallest possible cycle inG contains the vertices from T 1
i ∪T

2
i ∪{uj} or F 1

i ∪F
2
i ∪{uj}, respectively.

Such a cycle will be constructed, when there is a clause cj = (xi ∨ xi ∨ . . . ) or cj = (¬xi ∨ ¬xi ∨ . . . )
in Φ. We complete the construction by setting k := 4 · d · η + 2 · µ.

Intuition: Before we prove the correctness of the reduction, we informally describe its idea.

Each variable gadget contains 4 · d edge-disjoint c-colored Pℓs. So we have to delete at least 4 · d edges

per variable gadget. We can make a variable gadget c-colored Pℓ-free with 4 ·d edge deletions by deleting

the edges in T r
i and F b

i , or the edges in F r
i and T b

i . The former models the assignment A(xi) = true,

and the latter models the assignment A(xi) = false. If we delete T r
i and F b

i the vertices f1,z
i and f2,z

i

are part of a (c− 1)-colored Pℓ−1 with no blue edges, while the vertices t1,zi and t2,zi are part of a (c− 1)-
colored Pℓ−2. If we delete F r

i and T b
i , it is the other way around. We will be able to make a clause gadget

c-colored Pℓ-free with two edge deletions if and only if there is at least one vertex up,2j that is not part
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Zj

X3

X2

X1
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u1,2j = t2,41

u3,2j = t1,43

t1,41
t1 f1

f2,4
1

f1,4
1

f2,4
2

f2 t2 t1,42

t2,42

t2,43

t3 f3 f1,4
3

f2,4
3

Fig. 3: A part of the constructed graph for ℓ = 4, d = 1. Left: the clause gadget Zj for a clause cj = (x1∨¬x2∨x3).
Right: the variable gadgets X1, X2 and X3. Note that x1 has its second occurrence as a positive literal in cj , x2 has

its first occurrence as a negative literal in cj and x3 has its first occurrence as a positive literal in cj . The clause

gadgets where the variables have their other occurrences are not shown.

of a (c − 1)-colored Pℓ−1 from the connected variable gadget. Thus, we can make the constructed graph

c-colored Pℓ-free with exactly k edge deletions if and only if each clause is satisfied.

Before we give the correctness proof, we observe the following.

Claim 1. Let G′ := G− (F b
i ∪ T r

i ) and G′′ := G− (T b
i ∪ F r

i ) for any variable gadget Xi. Then:

I. No blue edge eb ∈ EG′(Xi) is part of a Pℓ in G′.

II. No blue edge eb ∈ EG′′(Xi) is part of a Pℓ in G′′.

Proof . We only prove I, since the proof for II works analogously. Let eb ∈ EG′(Xi) be a blue edge.

Since F b
i ∩ E(G′) = ∅, we conclude that eb ∈ T b

i . Hence, we know that eb = {tq,si , tq,s+1
i } for some s

such that s mod(ℓ− 1) = 1 and q ∈ [2]. We consider two cases.

Case 1: s = 1. By definition of T r
i we know that {tq,2i , tq,3i } ∈ T r

i . We can conclude that degG′(t
q,2
i ) = 1,

since T r
i ∩ E(G′) = ∅ . Furthermore, since F b

i ∩E(G′) = ∅, we conclude that degG′(fi) = 1. Thus, the

longest path in G′ containing eb is the induced subgraphG′[{tq,2i , ti} ∪Wi ∪ {fi}]. By construction, it is

easy to see that |{tq,2i , ti} ∪Wi ∪ {fi}| = ℓ− 1. Thus, eb is not part of a Pℓ in G′.

Case 2: s > 1. It is easy to see that

s mod(ℓ − 1) = 1 ⇔ (s+ 1) mod(ℓ − 1) = 2 (1)

⇔ (s+ 2− ℓ) mod(ℓ − 1) = 2. (2)

From equation (1) we conclude that {tq,s+1
i , tq,s+2

i } ∈ T r
i and from equation (2) we conclude that

{tq,s+2−ℓ
i , tq,s+3−ℓ

i } ∈ T r
i . Since T r

i ∩ E(G′) = ∅, we can conclude that degG′(t
q,s+1
i ) = 1 and

degG′(t
q,s+3−ℓ
i ) = 1. Thus, the longest path in G′ containing eb is G′[{tq,s+3−ℓ

i , . . . , tq,s+1
i }]. It is easy

to see that |{tq,s+3−ℓ
i , . . . , tq,s+1

i }| = ℓ− 1. Thus, eb is not part of a Pℓ in G′.

Hence, no blue edge from EG′(Xi) is part of a Pℓ in G′. ✸
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Correctness: We show the correctness of the reduction by proving that there is a satisfying assignment

for Φ if and only if (G, k) is a yes-instance of cPℓD.

(⇒) Let A : X → {true,false} be a satisfying assignment for Φ. We will prove that (G, k) is a

yes-instance of cPℓD by constructing an edge-deletion set S of size k such thatG−S is c-coloredPℓ-free.

For each variable xi ∈ X we add 4 · d edges to S. If A(xi) = true, then we add T r
i and F b

i to S.

If A(xi) = false, then we add F r
i and T b

i to S. Since A satisfies Φ, there is at least one variable xi ∈ X
such that A(xi) satisfies cj for each clause cj ∈ C. Let p ∈ [3] such that the p-th literal of cj satisfies cj .

Let {α, β} := [3] \ {p}. We add {uj, u
α,2
j } and {uj, u

β,2
j } to S. Note that we added exactly two edges

per clause. Hence, |S| = 4 · d · η + 2 · µ = k.

Next, we show that G′ := G − S is c-colored Pℓ-free. Since G is a c-colored graph, it is sufficient to

prove that no blue edge is part of a c-colored Pℓ in G′. First, let eb ∈ EG′(Xi) be a blue edge from any

variable gadget Xi. Since either T r
i , F

b
i ⊆ S or F r

i , T
b
i ⊆ S, we can conclude from Claim 1 that eb is not

part of a Pℓ in G′. Note that the proof for Claim 1 shows that eb can neither be part of a c-colored Pℓ

with edges from Xi, nor be part of a c-colored Pℓ with edges from a connected clause gadget Zj . Next,

let {uj, u
p,2
j } ∈ E′

G(Zj) be the blue edge in G′ from any clause gadget Zj . By construction of S we

know that degG′(uj) = 1. This implies that {uj, u
p,2
j } is only part of a Pℓ−1 in G′[Zj ]. Hence, we can

conclude that any c-colored Pℓ containing {uj, u
p,2
j } has to contain edges from a variable gadget.

We know by construction that up,2j is identified with a vertex from a variable gadget Xi such that

A(xi) satisfies cj . Without loss of generality, assume A(xi) = true. Then, up,2j is identified with a

vertex tq,zi for some q ∈ [2] and T r
i , F

b
i ⊆ S. Assume towards a contradiction that there is a vertex

set V ′ ⊆ V such that {uj, u
p,2
j } ⊆ V ′ and G′[V ′] is a c-colored Pℓ. Since degG′(uj) = 1, we con-

clude that {tq,z−ℓ+2
i , . . . , tq,zi } ⊆ V ′. Since (z − ℓ+ 2) mod(ℓ − 1) = 2 we know by definition of T r

i

that {tq,z−ℓ+2
i , tq,z−ℓ+3

i } ∈ T r
i . Since T r

i ⊆ S, we conclude that {tq,z−ℓ+2
i , tq,z−ℓ+3

i } ∈ S. Hence,

G′[V ′] is not a c-colored Pℓ, a contradiction. Hence, {uj, u
p,2
j } is not part of a c-colored Pℓ in G′. Thus,

no blue edge is part of a c-colored Pℓ in G′. Hence, G′ is c-colored Pℓ-free.

(⇐) Let S be an edge-deletion set with |S| ≤ k such that G− S is c-colored Pℓ-free. Before we define

a satisfying assignment A : X → {true,false} for Φ, we show two Claims. First, we show how

many edges from each variable gadget and clause gadget have to be in S.

Claim 2. |S ∩ EG(Xi)| = 4 · d for any variable gadget Xi and |S ∩ EG(Zj) ∩ Eb| = 2 for any clause

gadget Zj .

Proof . First, we will show that |S∩EG(Zj)| ≥ 2. Assume towards a contradiction that |S∩EG(Zj)| < 2.

First, consider the vertex sets V1 := U1
j ∪ {u2,2j } and V2 := U1

j ∪ {u3,2j }. Note that G[V1] and G[V2] are

two different c-colored Pℓs and that V1∩V2 = U1
j . Hence, we conclude that |S∩U1

j | = 1. Next, consider

the vertex set V3 := U2
j ∪ {u3,2j }. The induced subgraph G[V3] is a c-colored Pℓ and V3 ∩ U1

j = ∅. This

is a contradiction, since G− S is c-colored Pℓ-free. Hence, |S ∩EG(Zj)| ≥ 2.

By construction,G[Xi] contains 4·d edge-disjoint c-coloredPℓs. Hence, we know that |S∩EG(Xi)| ≥
4 · d. Since |S| ≤ k = 4 · d · η+2 ·µ, we can conclude that |S ∩ EG(Xi)| = 4 · d and |S ∩ EG(Zj)| = 2.

Second, we will show that this implies that |S ∩EG(Zj) ∩ Eb| = 2. Assume towards a contradiction

that |S ∩ EG(Zj) ∩ Eb| < 2. Without loss of generality we can assume that {uj, u
1,2
j }, {uj, u

2,2
j } /∈ S.

Let V1 := U1
j ∪ {u2,2j }, V2 := U2

j ∪ {u1,2j } and V3 := U3
j ∪ {u1,2j }. The induced subgraphsG[V1], G[V2]
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andG[V3] are three c-coloredPℓs. This is a contradiction, sinceS∩(EG(Vα)∩EG(Vβ)) = ∅ forα, β ∈ [3]
with α 6= β and |S ∩ EG(Zj)| = 2. Hence, |S ∩ EG(Zj) ∩ Eb| = 2. ✸

Second, we specify which edges from variable gadgets have to be deleted.

Claim 3. For each variable gadget Xi we have S ∩EG(T
1
i ∪ T 2

i ) = T b
i

or S ∩ EG(F
1
i ∪ F 2

i ) = F b
i .

Proof . First, we show thatEG({ti, t
1,2
i , t2,2i }) ⊆ S orEG({fi, f

1,2
i , f2,2

i }) ⊆ S. Consider the four vertex

sets in X̃i := {T 1
i , T

2
i , F

1
i , F

2
i }. By construction, for each set A ∈ X̃i the induced subgraph G[A] con-

tains d edge-disjoint c-colored Pℓs, and for eachA,B ∈ X̃i withA 6= B we knowEG(A) ∩ EG(B) = ∅.

From Claim 2 we know that |S ∩ EG(Xi)| = 4 · d. Hence, we conclude that |S ∩ EG(A)| = d. Fur-

thermore, we know by construction that EG(A) ∩EG(Wi ∪ {ti, fi}) = ∅. Hence, we conclude that

S ∩ EG(Wi ∪ {ti, fi}) = ∅. This implies EG({ti, t
1,2
i , t2,2i }) ⊆ S or EG({fi, f

1,2
i , f2,2

i }) ⊆ S, since

the induced subgraphsG[Wi ∪ {ti, fi, t
q,2
i , f q′,2

i }] are c-colored Pℓs for each q, q′ ∈ [2].

Without loss of generality, assume EG({ti, t
1,2
i , t2,2i }) ⊆ S. We can conclude that |S ∩ (T 1

i \ {ti})| =
d − 1 = |S ∩ (T 2

i \ {ti})|, since |S ∩ T 1
i | = d = |S ∩ T 2

i |, as shown above. Furthermore, the induced

subgraphsG[T 1
i \ {ti}] andG[T 2

i \ {ti}] are paths of d · (ℓ− 1) vertices where any ℓ consecutive vertices

form a c-colored Pℓ. Thus, from Lemma 1 we conclude T b
i ⊆ S. Since |T b

i | = 2 · d and the induced sub-

graph G[F 1
i ∪ F 2

i ] contains 2 · d edge-disjoint c-colored Pℓs, we conclude that S ∩EG(T
1
i ∪ T 2

i ) = T b
i

from Claim 2. Thus, S ∩EG(T
1
i ∪ T 2

i ) = T b
i or S ∩ EG(F

1
i ∪ F 2

i ) = F b
i . ✸

We show how to construct an equivalent solution S′ such that either S′ ∩ EG(Xi) = F b
i ∪ T r

i

or S′ ∩ EG(Xi) = T b
i ∪ F r

i for each variable gadgetXi.

If S ∩ EG(T
1
i ∪ T 2

i ) = T b
i , then we can conclude that S ∩ EG(Xi) = T b

i ∪ F such that F ⊆ EG(F
1
i ∪

F 2
i ) from Claim 3. We will show that S′ := (S \ F ) ∪ F r

i is an equivalent solution. Since |T b
i | = 2 · d,

we can conclude that |F | = 2 · d from Claim 2. Hence, it is easy to see that |S′| = |S|. Now, we show

that G′ := G− S′ is c-colored Pℓ-free. Since G is constructed from a (3,B2)-SAT formula, we know

that for each clause gadgetZj and each p ∈ [3], the vertex up,2j is identified with exactly one vertex from a

variable gadget. Furthermore, we know that the three edges {uj, u
p,2
j } are the only blue edges in EG(Zj)

and that G is a c-colored graph. Hence, it is sufficient to show that for any variable gadget Xi there is no

blue edge eb ∈ EG′(Xi) that is part of a c-colored Pℓ in G′ and for each clause gadget with up,2j = tq,zi

or up,2j = f q,z
i for some p ∈ [3], q ∈ [2], the blue edge {uj, u

p,2
j } is not part of a c-colored Pℓ in G′.

Since S′ ∩EG(Xi) = F b
i ∪ T r

i , it follows by Claim 1 that no blue edge from EG′(Xi) is part of a c-
colored Pℓ in G′. Let Zj be a clause gadget such that up,2j = tq,zi or up,2j = f q,z

i for some p ∈ [3], q ∈ [2].
From Claim 2 we conclude that S′ contains exactly two blue edges fromEG(Zj). Hence, degG′(uj) = 1.

We consider two cases.

Case 1: up,2j = tq,zi for some p ∈ [3], q ∈ [2]. We will show that {uj, u
p,2
j } ∈ S′. Assume towards a con-

tradiction that {uj, u
p,2
j } /∈ S′. Since S′∩EG(Zj) = S∩EG(Zj), we conclude that {uj, u

p,2
j } /∈ S. And

since S ∩EG(T
1
i ∪ T 2

i ) = T b
i , we conclude that the induced subgraphG[{uj, t

q,z
i , . . . , tq,z−ℓ+2

i }]− S is

a c-colored Pℓ. This is a contradiction, since G−S is c-colored Pℓ free. Hence, {uj, u
p,2
j } ∈ S′ and thus,

{uj, u
p,2
j } is not part of a c-colored Pℓ in G′.

Case 2: up,2j = f q,z
i for some p ∈ [3], q ∈ [2]. Since it is obvious that {uj, u

p,2
j } is not part of

a c-colored Pℓ in G′ if {uj , u
p,2
j } ∈ S′, we only consider the case in which {uj, u

p,2
j } /∈ S′. Since
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(z − ℓ+ 2) mod(ℓ − 1) = 2, we know by definition of F r
i that {f q,z−ℓ+2

i , f q,z−ℓ+3
i } ∈ F r

i . This im-

plies that degG′(f
q,z−ℓ+3
i ) = 1, since F r

i ⊆ S′. Thus, the longest path in G′ that contains {uj, u
p,2
j }

is the induced subgraph G′[V ′ := {uj, f
q,z
i , . . . , f q,z−ℓ+3

i }]. It is not hard to see that |V ′| = ℓ− 1.

Thus, {uj, u
p,2
j } is not part of a c-colored Pℓ in G′.

Hence, no blue edge is part of a c-coloredPℓ inG′ and therefor,S′ is a solution such that S′∩EG(Xi) =
T b
i ∪ F r

i .

If S ∩ EG(T
1
i ∪ T 2

i ) 6= T b
i , then we conclude that S ∩ EG(F

1
i ∪ F 2

i ) = F b
i from Claim 3. Hence,

S ∩ EG(Xi) = F b
i ∪ T such that T ⊆ EG(T

1
i ∪ T 2

i ). With an analogous argument, we can show that

S′ := (S \ T ) ∪ T r
i is an equivalent solution. Thus, we have shown how to construct a solution S′ from S

such that either S′ ∩ EG(Xi) = F b
i ∪ T r

i or S′ ∩EG(Xi) = T b
i ∪ F r

i

Now we can define a satisfying assignment A : X → {true,false} for Φ as:

A(xi) :=

{
true if S′ ∩ EG(Xi) = F b

i ∪ T r
i

false if S′ ∩ EG(Xi) = T b
i ∪ F r

i .

It remains to show that A satisfies Φ. Let cj ∈ C. We know that there is exactly one p ∈ [3] such

that {uj, u
p,2
j } /∈ S. Let xi ∈ X be the variable that occurs as the p-th literal in cj . If the p-th lit-

eral in cj is a positive literal, we know that the vertex up,2j is identified with the vertex tq,zi from the

variable gadget Xi for q ∈ [2]. Since S′ is a solution and {uj, u
p,2
j } /∈ S′, we conclude that T r

i ⊆ S′.

Hence, S′ ∩ EG(Xi) = F b
i ∪ T r

i . Thus, A(xi) = true and therefore A(xi) satisfies cj . If the p-th lit-

eral in cj is a negative literal, the argument works analogously. Hence, each clause cj is satisfied by A
and thus Φ is satisfied as well.

If the girth of a graph G is greater than ℓ, then each subgraph of G that is isomorphic to a c-colored Pℓ

is an induced subgraph. This implies the following.

Corollary 1. cPℓD is NP-hard for each ℓ ≥ 4 and c ∈ [2, ℓ− 2] on strictly non-cascading graphs.

Furthermore, consider the problem ALL-cPℓD where the input consists of a graph G and an integer k
and the task is to destroy all (not necessarily induced) c-colored Pℓs with at most k edge deletions. Theo-

rem 1 then implies the following.

Corollary 2. ALL-cPℓD is NP-hard for each ℓ ≥ 4 and c ∈ [2, ℓ− 2].

Next, we show that also the remaining case where c = ℓ− 1 is NP-hard.

Theorem 2. (ℓ− 1)PℓD is NP-hard for any ℓ ≥ 4 even if the maximum degree of G is 16.

Proof: We prove this theorem by giving a polynomial time reduction from the NP-hard 2P3D prob-

lem [GKSS21].

Construction: Let (G, k) be an instance of 2P3D. We will show how to construct an equivalent in-

stance (H, k) of (ℓ−1)PℓD for any ℓ ≥ 4. We use the instance (G, k) and add vertices and edges with new

colors. Hence, V (G) ⊆ V (H) and E(G) ⊆ E(H). For each vertex v ∈ V (G) we add degG(v) · (ℓ− 3)
new vertices vji for i ∈ [degG(v)] and j ∈ [ℓ − 3] to V (H). Recall that yellow is the third color. We add

yellow edges {v, v1i } for each i ∈ [degG(v)]. And for each j ∈ [ℓ − 4] we add an edge {vji , v
j+1
i } with

color j + 3. Note that for each i ∈ [degG(v)] the induced subgraph H [{v, v1i , . . . , v
ℓ−3
i }] is an (ℓ− 3)-

colored Pℓ−2. Hence, each vertex v ∈ V (G) is part of degG(v) edge-disjoint (ℓ − 3)-colored Pℓ−2 in H
(see Fig. 4). The budget k remains the same.
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Fig. 4: (a) A bicolored graph G. (b) The graph H with the new vertices and edges. The black dotted lines each

represent a (ℓ− 4)-colored path containing ℓ− 3 edges that are neither blue, red, nor yellow.

By construction, we know that degH(v) = 2 · degG(v) for each v ∈ V (G), and that degH(vji ) ∈ [2]

for the new vertices vji ∈ V (H) \ V (G). Since 2P3D is NP-hard even if the maximum degree of G is

eight [GKSS21], the correctness of the reduction will imply the NP-hardness even if the maximum degree

of H is 16.

Correctness: We will now prove the correctness of the reduction by showing that (G, k) is a yes-

instance of 2P3D if and only if (H, k) is a yes-instance

of (ℓ− 1)PℓD.

(⇒) Let S be an edge-deletion set of size at most k such that G− S is bicolored P3-free. Since H is a

(ℓ−1)-colored graph, each (ℓ−1)-coloredPℓ inH has to include exactly one red edge and exactly one blue

edge. By construction, we know that an edge e ∈ E(H) is red or blue if and only if e ∈ E(G). Since v1i
is the only vertex from {v1i , . . . , v

ℓ−3
i } that is adjacent to a vertex from V (G) for each i ∈ [degG(v)], we

conclude that each (ℓ− 1)-colored Pℓ in H has to include an induced bicolored P3 from G. Since G− S
is bicolored P3-free, H − S is (ℓ− 1)-colored Pℓ-free. Thus, S is a solution for (H, k).

(⇐) Let S be an edge-deletion set of size at most k such that H − S is (ℓ − 1)-colored Pℓ-free.

First, we will show how to construct an equivalent solution S′ with |S′| ≤ |S| such that S′ only contains

blue, red and yellow edges. Note that this is only necessary if ℓ > 4. Let {vji , v
j+1
i } ∈ S be an edge with

color c > 3. Let V ′ ⊆ V (H) be a vertex set such that vji , v
j+1
i ∈ V ′ and H [V ′] is an (ℓ − 1)-colored Pℓ.

SinceH is an (ℓ−1)-colored graph, each (ℓ−1)-coloredPℓ has to include a red edge and a blue edge. By

construction, the only vertices, to which blue and red edges can be incident, are the vertices from V (G).
Hence, we conclude that v ∈ V ′. Thus, S′ := (S \ {vji , vi

j+1}) ∪ {{v, v1i }} is an equivalent solution that

only contains blue, red, and yellow edges.

Second, we will show how to construct an equivalent solution S′′ from S′ that only contains blue and

red edges. Recall that EH({v}, {v1i | i ∈ [degG(v)]}) denotes the set of all yellow edges that are incident

to a vertex v ∈ V (G). Let {v, v1i } ∈ S′ be a yellow edge. We have to consider two cases.

Case 1: EH({v}, {v1i | i ∈ [degG(v)]}) ⊆ S′. Since G is a (ℓ − 1)-colored graph, we know by con-

struction that each (ℓ − 1)-colored Pℓ that contains the vertex v, has to contain a red or blue edge that is
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incident to v. Thus, we can construct an equivalent solution by swapping the degG(v) many yellow edges

that are incident to v with the degG(v) blue or red edges that are incident to v.

We set S′′ := (S′ \EH({v}, {v1i | i ∈ [degG(v)]}))∪EG({v}, NG(v)). Since there are no red or blue

edges inH−S′′ that are incident to v, we conclude that v is not part of a (ℓ−1)-coloredPℓ inH−S′′ and

therefore no edge in EH({v}, {v1i | i ∈ [degG(v)]}) is part of a (ℓ− 1)-colored Pℓ in H −S′′. Hence, S′′

is an equivalent solution with no yellow edges.

Case 2: EH({v}, {v1i | i ∈ [degG(v)]}) * S′. Then, for some α ∈ [degG(v)] there is a yellow

edge {v, v1α} /∈ S′. Let {v, v1β} ∈ S′ such that β 6= α. Since S′ is a solution and H [{v, v1α, . . . , v
c−2
α }] ∼=

H [{v, v1β, . . . , v
c−2
β }], we conclude that S′ \ {v, v1β} is a solution. We set S′′ := (S′ \EH({v}, {v1i | i ∈

[degG(v)]} and get an equivalent solution with no yellow edges.

Thus, S′′ only contains red and blue edges. It remains to show that S′′ is a solution for (G, k). Assume

towards a contradiction that there is an induced bicolored P3 in G − S′′. Without loss of generality, this

implies that there is an edge set {{u, v}{v, w}} ⊆ (E(G) \ S′′) so that {u, v} is a blue edge, {v, w} is

a red edge and {u,w} /∈ (E(G) \ S′′). Since S′′ only contains blue or red edges, we can conclude that

there is a vertex set Uα := {u, u1α, . . . , u
ℓ−3
α } such that H [Uα]− S′′ is an induced (ℓ − 3)-colored Pℓ−2

with no blue or red edges. Hence, we conclude that H [Uα ∪ {v, w}] is an induced (ℓ − 1)-colored Pℓ.

This is a contradiction, since S′′ is an solution for (H, k). Hence, G− S′′ is bicolored P3-free. Thus, S′′

is a solution for (G, k).

Since 2P3D is NP-hard [GKSS21] and 1PℓD is NP-hard [EMC88], we can conclude the following

from Theorem 1 and Theorem 2.

Corollary 3. cPℓD is NP-hard for each ℓ ≥ 3 and each c ∈ [ℓ− 1].

3.2 c-colored Cℓ Deletion

Next, we analyze the complexity of cCℓD which is known to be NP-hard for any ℓ ≥ 3 and c = 1 [Yan81].

We show that cCℓD is NP-hard for any ℓ ≥ 3 and c ∈ [ℓ]. The result is based on a reduction from the

NP-hard problem VERTEX COVER (VC). In VC one is given a graphG and an integer k and asks if there

is a subset S of vertices of G such that |S| ≤ k and every edge of G has at least one endpoint in S. But

before we consider cCℓD, we establish an NP-hardness result for VC on C3-free and tripartite graphs that

we will use in our reduction.

Lemma 2. VC is NP-hard even if G is C3-free and tripartite.

Proof: INDEPENDENT SET (IS) is NP-hard on 2-subdivision graphs [Pol74]. Since (G, k) is a yes-

instance of IS if and only if (G,n− k) is a yes-instance of VC [GJ79], we conclude that VC is NP-hard

on 2-subdivision graphs. Since each 2-subdivision graph is C3-free and tripartite, VC is NP-hard on

C3-free and tripartite graphs.

Now we can show the NP-hardness of cCℓD for c = ℓ. With this result we will be able to prove the

NP-hardness for all c ∈ [ℓ].

Lemma 3. ℓCℓD is NP-hard for any ℓ ≥ 3 even if G has girth ℓ and every Cℓ in G is ℓ-colored.

Proof: We give a polynomial time reduction from the NP-hard VC problem on C3-free and tripartite

graphs (see Lemma 2). Note that this reduction is very similar to the one given by Yannakakis [Yan81] to

prove the NP-hardness for c = 1.
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α α

Fig. 5: (a) A tripartite, C3-free graph H . (b) The graph constructed on input (a) if ℓ = 3. (c) The graph constructed

on input (a) if ℓ = 4.

Let (H, k) be an instance of VC such that H is tripartite and C3-free. Before we describe how

to construct an equivalent instance (G, k) of ℓCℓD, we define two functions to color the vertices and

edges of H . Since H is tripartite, there is a function ϕ : V (H) → [3] such that ϕ(u) 6= ϕ(v) for each

edge {u, v} ∈ E(H). Hence, there is exactly one γ ∈ [3] \ {ϕ(u), ϕ(v)}. Thus, ψ : E(H) → [3]
with ψ({u, v}) = γ is a well defined function.

Construction: Now we show how to construct (G, k). If ℓ = 3, then we assign the color ψ({u, v}) to

each edge {u, v} ∈ E(H). If ℓ > 3, then we subdivide each edge {u, v} ∈ E(H) with vertices Wuv :=
{wuv

1 , . . . , wuv
ℓ−3}. We then color the edges as follows. We assign color ψ({u, v}) to the edge {u,wuv

1 }
and color ℓ to the edge {wuv

ℓ−3, v}. For i ∈ {1, . . . , ℓ−4}, the edges {wuv
i , wuv

i+1} are assigned color i+3.

Hence, the induced subgraph G[{u, v} ∪Wuv] is an (ℓ − 2)-colored Pℓ−1 with all colors except ϕ(u)
and ϕ(v). Then, we add a vertex α. To complete the reduction we add an edge {v, α} with color ϕ(v) for

each v ∈ V (H). The budget k remains the same.

Before we show the correctness of the reduction we prove the following Claim about the structure ofG.

Claim 4. The girth of G is ℓ and every Cℓ in G is ℓ-colored.

Proof . Obviously (G, k) is a trivial yes-instance if the girth of G is greater than ℓ. Since H is C3-free

and every edge in E(H) corresponds to a induced Pℓ−1 in G, we conclude that the girth of G[V \ {α}]
is greater than ℓ. Furthermore, we know by construction that for each edge {u, v} ∈ E(H) the induced

subgraphG[{α, u, v} ∪Wuv] is an ℓ-coloredCℓ, since u and v are connected by an (ℓ− 2)-colored Pℓ−1

with all colors except ϕ(u) and ϕ(v), the edge {u, α} has color ϕ(u) and the edge {v, α} has color ϕ(v).
Hence, we conclude that the girth of G is ℓ and every Cℓ in G is ℓ-colored. ✸

Correctness: To show the correctness of the reduction, we prove that (H, k) is a yes-instance of VC if

and only if (G, k) is a yes-instance of ℓCℓD.

(⇒) Let V ′ ⊆ V (H) be a vertex cover of size at most k. Consider the edge-deletion set S :=
{{v, α} | v ∈ V ′}. Since |V ′| = |S|, we know that |S| ≤ k. To show that G′ = G − S is Cℓ-free,

it is sufficient to show that α is not part of a Cℓ in G′. Let {α, v} ∈ E(G′). By construction, we know

that v ∈ V (H) and v /∈ V ′. Assume towards a contradiction that {v, α} is part of a Cℓ. Then, there is

an edge {u, α} ∈ E(G′) such that u 6= v and u is connected to v by an induced Pℓ−1. This implies that

u ∈ V (H) and u /∈ V ′. Since u, v ∈ V (H) and u is connected to v by induced Pℓ−1 in G, we can
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conclude that {u, v} ∈ E(H). But that is a contradiction, since V ′ is a vertex cover of H and v, u /∈ V ′.

Hence, G′ is Cℓ-free.

(⇐) Let S be an edge-deletion set of size at most k such that G′ := G − S is ℓ-colored Cℓ-free.

Let E′ := {{u, v} ∈ E(G) | u, v 6= α} be the set of edges from G that are not incident with α. We

observe that each edge e ∈ E′ is part of at most one Cℓ in G. Since α is part of every Cℓ in G, we know

that there is a vertex β ∈ V (G) such that S′ = (S \ {e})∪ {{α, β}} is an equivalent solution. Since β is

adjacent to α, we can conclude that β ∈ V (H).
To finish the proof, we show that V ′ := {β | {α, β} ∈ S′} is a vertex cover forH . Let {v1, v2} ∈ E(H)

be an edge fromH . Assume towards a contradiction that v1, v2 /∈ V ′. This implies that {α, v1}, {α, v2} /∈
S′. By construction, we know that v1 and v2 are connected by an induced Pℓ−1 that consists of edges

from E′ and contains all colors except ϕ(v1) and ϕ(v2). Since {α, v1} has color ϕ(v1), {α, v2} has

color ϕ(v2), and S′ ∩ E′ = ∅, we conclude that v1 and v2 are part of a ℓ-colored Cℓ in G′. That is a

contradiction, since G′ is ℓ-coloredCℓ-free. So v1 ∈ V ′ or v2 ∈ V ′. thus, V ′ is a vertex cover for H .

Now we will use this result to prove the NP-hardness of cCℓD for all c ∈ [ℓ− 1].

Lemma 4. cCℓD is NP-hard for each c ∈ [ℓ− 1] even if G has girth ℓ and each Cℓ in G is c-colored.

Proof: We give a reduction from ℓCℓD on graphs where each Cℓ is ℓ-colored. Let (H, k) be an in-

stance of ℓCℓD where the girth of H is ℓ and each Cℓ in H is ℓ-colored. To construct an equivalent

instance (G, k) of cCℓD we recolor the edges. For each α ∈ [c − 1] we set Eα(G) := Eα(H). Next, we

set Ec(G) := Ec(H) ∪ . . . ∪ Eℓ(H). Note that the vertex set and the budget k remains the same. Since

we do not add new edges, the girth remains the same, and since each Cℓ in H is ℓ-colored, we know

by construction that each Cℓ in G is c-colored. Since every Cℓ in H is ℓ-colored, for each vertex set

V ′ ⊆ V (H) the induced subgraphH [V ′] is an ℓ-coloredCℓ if and only if the induced subgraphG[V ′] is a

c-coloredCℓ. Hence, (H, k) is a yes-instance of ℓCℓD if and only if (G, k) is a yes-instance of cCℓD.

If G has girth ℓ, then every c-coloredCℓ in G is an induced subgraph of G. Thus, we may conclude the

following from Lemmas 3 and 4.

Theorem 3. cCℓD is NP-hard for each ℓ ≥ 3 and each c ∈ [ℓ] even if G has girth ℓ and each Cℓ in G is

c-colored on strictly non-cascading graphs.

4 Parameterized Complexity

Motivated by the NP-hardness of cPℓD and cCℓD, we now study the parameterized complexity of these

problems. We first show that both problems admit an FPT-algorithm for a new parameter which we call

colored neighborhood diversity. Then, we outline the limits of parameterization by the solution size k.

4.1 Parameterization by Colored Neighborhood Diversity

We extend the notion of the well-known parameter neighborhood diversity to a similar parameter for

edge-colored graphs. In uncolored graphs, two vertices u and v belong to the same neighborhood class

if N [u] = N [v] or N(u) = N(v). This defines an equivalence relation over the vertex set of the graph.

The neighborhood diversity is then defined as the number of equivalence classes induced by this rela-

tion [Lam12]. We show that all problems cPℓD with ℓ ≥ 3 and cCℓD with ℓ ≥ 5 are fixed-parameter

tractable for a parameter we call colored neighborhood diversity.
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Definition 2. Let G be a c-colored graph, and let u, v be vertices of G. We say that u and v belong to the

same colored neighborhood class if either

a) N i[u] = N i[v] for some color i, and N j(u) = N j(u) for every other color j ∈ [c] \ {i}, or

b) N j(u) = N j(v) for every color j ∈ [c].

If u and v belong to the same colored neighborhood class we write u ∼ v.

We define the colored neighborhood diversity γ := γ(G) as the number of equivalence classes induced

by ∼. To see that this definition is sound we first show that ∼ is in fact an equivalence relation.

Proposition 2. Let G be a c-colored graph. Then, ∼ is an equivalence relation on the vertices of G.

Proof: By definition, ∼ is reflexive and symmetric. It remains to show transitivity. Let u ∼ v and v ∼ w.

Consider the following cases.

Case 1: {u, v} /∈ E and {v, w} 6∈ E. Then, u ∼ v and v ∼ w implies N i(u) = N i(v) = N i(w) for

each color i. Thus, we have u ∼ w.

Case 2: {u, v} ∈ Ei for some color i. Then, v ∼ w implies {u,w} ∈ Ei and u ∼ v implies {v, w} ∈
Ei. Consequently, it holds that N i[u] = N i[v] = N i[w] and N j(u) = N j(v) = N j(w) for all j ∈
[c] \ {i}. Thus, we have u ∼ w.

We refer to the equivalence classes of ∼ as colored neighborhood classes. Observe that each col-

ored neighborhood class K is either an independent set or a clique where all edges of E(K) have the

same color. Moreover, observe that the neighborhood N(K) can be partitioned into non-empty ver-

tex sets K ′
1,K

′
2, . . . ,K

′
t such that each K ′

i forms a colored neighborhood class in G. Given K , we

let N (K) := {K ′
1, . . . ,K

′
t} denote the set of these colored neighborhood classes.

Throughout this section, we call a graph F color diverse if it holds that |K| = 1 for every colored

neighborhood class K of F . Let F be a set of c-colored graphs such that every F ∈ F is color diverse

and it can be checked in polynomial time whether a graph contains some F ∈ F as induced subgraph. We

show that, in this case, F -DELETION is fixed-parameter tractable when parameterized by γ. For c ≥ 2,

this implies fixed-parameter tractability of cPℓD with ℓ ≥ 3 and cCℓD with ℓ ≥ 5 since these problems can

be modeled as a special case of F -Deletion since c-colored Pℓs with ℓ ≥ 3 and c-colored Cℓs with ℓ ≥ 5
are color diverse. The following definition is important for our fixed-parameter algorithm.

Definition 3. Let G = (V,E) be a c-colored graph, let K be a colored neighborhood class, and

let S ⊆ E be an edge-deletion set. Then, S is called consistent with K if for every vertex v ∈ N(K)
either E({v},K) ⊆ S or E({v},K) ∩ S = ∅.

Intuitively, a vertex deletion set S is consistent with a colored neighborhood class all its vertices behave

in the same way with respect to S. The fixed-parameter algorithm exploits that there is always a solution S
that is consistent with every colored neighborhood class.

Lemma 5. Let F be a set of c-colored graphs such that each colored neighborhood class of every F ∈ F
has size one. Let G be a colored graph and let K be a colored neighborhood class of G. Moreover, let S
be an edge-deletion set such thatG−S has no induced F ∈ F . Then, there exists an edge-deletion set S′

with |S′| ≤ |S| such that

a) S′ is consistent with K
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u v

Fig. 6: An instance of 2C4D that has a solution of size 1. This single edge deletion is either incident with u or

incident with v.

b) G− S′ is F -free for every F ∈ F ,

c) for each e 6∈ E(K) ∪ E(K,N(K)), we have e ∈ S′ if and only if e ∈ S.

d) if S is consistent with a class K ′ ∈ N (K), then S′ is consistent with K ′.

Proof: We transform S into S′: For each u ∈ K we define Su := {w ∈ N(K) | {u,w} ∈ S}.

Let v ∈ K such that |Sv| = minu∈K |Su|. The new edge-deletion set S′ contains the same edges as S
but for every u ∈ K \ {v} we do the following: for every w ∈ Sv we add the edge {u,w} and for

every w ∈ N(K) \ Sv we remove the edge {u,w}. Moreover, if K is a clique, we remove all edges

in EG(K).
Since |Sv| is minimal, it follows that |S′| ≤ |S|. Moreover, Statement c) holds by the construction

of S′. For Statement a), let w ∈ N(K). If {v, w} ∈ S it follows that E({w},K) ⊆ S′. Otherwise,

if {v, w} 6∈ S it follows that E({w},K)∩S′ = ∅. Thus, Statement a) holds. We next show Statement b).
That is, we show that G − S′ is F -free for every F ∈ F . To this end, observe that K is a colored

neighborhood class in G − S′ by the construction of S′. Let e := {u,w} ∈ E(K) ∪ E(K,N(K)).
Assume towards a contradiction that there exists a vertex set Z containing u and w such that (G− S′)[Z]
is an induced F ∈ F . We show that the following two cases are contradictory.

Case 1: |Z ∩K| ≥ 2. Then, since K is a colored neighborhood class in G − S′, this contradicts the

fact that F has only colored neighborhood classes of size one.

Case 2: |Z∩K| = 1. Without loss of generality let Z∩K = {u}. We then define Z ′ := Z \{u}∪{v}.

Observe that in G − S, vertex v has the same colored neighbors in N(K) as u in G − S′. We conclude

that G− S[Z \ {u} ∪ {v}] is an induced F which contradicts the fact that G− S is F -free.

It remains to prove d). Let K ′ ∈ N (K) such that S is consistent with K ′. Statement c) implies

that E({w},K ′) ⊆ S′ or E({w},K ′) ∩ S′ = ∅ for every w ∈ N(K ′) \ K . So, let u ∈ K . Since S
is consistent with K ′ it holds that E({v},K ′) ⊆ S or E({v},K ′) ∩ S = ∅. Then, since in G − S′

every u ∈ K has the same colored neighbors in N(K) as v has in G − S, it follows that S′ is consistent

with K ′.

In the proof of Lemma 5 we exploit that the neighborhood classes in every F ∈ F have size at most

one. In fact, this condition is necessary since the lemma does not hold for 2C4D as we can see in the

example in Fig. 6.

By Lemma 5, we may assume that, for such F a solution S of an instance of F -DELETION is consistent

with every colored neighborhood class. Then, for every pair K1, K2 of colored neighborhood classes

either E(K1,K2) ⊆ S or E(K1,K2) ∩ S = ∅. This assumption can be used to obtain the following.

Theorem 4. Let F be a set of c-colored graphs such that every F ∈ F is color diverse and we can check

in polynomial time whether a graph contains some F ∈ F as induced subgraph. Then, F -DELETION

can be solved in 2γ
2

· nO(1) time, where γ denotes the colored neighborhood diversity.
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Proof: First, compute all colored neighborhood classes in polynomial time. Note that there are O(γ2)

edge sets between different colored neighborhood classes. Then, iterate over all O(2γ
2

) possibilities to

delete some of these edge sets. If one of these edge deletions leads to a solution, return yes. Otherwise,

return no.

Corollary 4. cPℓD with ℓ ≥ 3 and cCℓD with ℓ ≥ 5 can be solved in 2γ
2

· nO(1) time.

4.2 Parameterization by Solution Size

Observe that if ℓ is a constant, cPℓD and cCℓD can be solved by a naive branching algorithm with running

time O(ℓk · nℓ): For a given instance (G, k) check in O(nℓ) time if G contains a c-colored Pℓ (or Cℓ,

respectively). If this is not the case, then answer yes. Otherwise, answer no if k < 1. If k ≥ 1,

then compute a c-colored Pℓ (or Cℓ) with edges e1, . . . , eℓ and branch into the cases (G − ei, k − 1)
for i ∈ {1, . . . , ℓ}.

To put the naive branching algorithm into context, we next study both problems parameterized by k
and ℓ when ℓ is not a constant. More precisely, we study the problems COLORED PATH DELETION

(CPD) and COLORED CYCLE DELETION (CCD) which are versions of cPℓD and cCℓD where ℓ and c
are part of the input. For the parameter ℓ it is W[1]-hard to decide whether a given graph has an inducedPℓ

and to decide whether a given graph has an induced Cℓ [CF07]. Consequently, CPD and CCD are W[1]-

hard for ℓ even if c = 1 and k = 0. Thus, it is hopeless to obtain fixed-parameter tractability for k or

even k + ℓ.
The above might give the impression that the hardness of CPD and CCD is rooted in the problem of

detecting the forbidden subgraphs. However, we show that even if the forbidden subgraphs are given, CPD

and CCD are still unlikely to be fixed-parameter tractable for k. More precisely, we show that both

problems are W[2]-hard when parameterized by k even if the induced subgraphs can be enumerated

within polynomial time.

Theorem 5. CPD is W [2]-hard when parameterized by k even if

a) all induced c-colored Pℓs can be enumerated in polynomial time, and

b) the input is limited to instances where c = 3 and the input graph is non-cascading and has nO(1)

induced c-colored Pℓs.

Proof: We give a parameterized reduction from the W [2]-hard problem HITTING SET (HS) parameter-

ized by k [CFK+15]. In HS one is given a universe U = {x1, . . . , xη}, a family F = {F1 . . . , Fµ} of

subsets of U , and an integer k. The question is if there is some H ⊆ U with |H | ≤ k and H ∩ S 6= ∅ for

every F ∈ F . Let (U,F , k) be an instance of HS. We can assume that each set Fj is non-empty and that

each xi ∈ U occurs in at least one subset Fj ∈ F .

Construction: To construct an equivalent instance (G, c, ℓ, k) of CPD we first set c = 3 and ℓ = 1+3·η.

Then, we construct the following gadgets.

For each xi ∈ U we construct an element gadget Wi as follows: We add two vertices wi, w̃i to Wi and

connect wi with w̃i by a blue edge. By W we denote the set of all element gadgets.

Next, we construct a subset gadget Zj for each set Fj ∈ F . We add a vertex vj , and for each i ∈ [η]

a vertex uji to Zj . Then, we add a yellow edge {vj , uj1}. If xi ∈ Fj , then we connect the corresponding

element gadget by adding a red edge {uji , wi} and if i < η a red edge {w̃i, u
j
i+1}. Else if xi /∈ Fj , then
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Fig. 7: The constructed graph for F = {F1 = {1}, F2 = {1, 2}, F3 = {3}} and U = [3]. The dotted lines represent

fixed edges, while the solid lines represent unfixed edges. The filled vertices induce the 3-colored P10 in G[F1 ∪W ].

we add two vertices wj
i , w̃

j
i to Zj , and we add red edges {uji , w

j
i }, {w

j
i , w̃

j
i } to G and if i < η we add a

red edge {w̃j
i , u

j
i+1} to G. All edges that we have added so far are called unfixed edges.

Finally, we connect the subset gadgets as follows. Let Fp, Fq be subsets such that xi ∈ Fp and xi ∈ Fq

for an element xi ∈ U . We add red edges {upi , u
q
i }, {vp, uqi }, {vq, upi }, {up1, u

q
i }, {uq1, u

p
i } and if i < η

we add red edges {upi+1, u
q
i+1}, {vp, uqi+1}, {vq, upi+1}, {up1, u

q
i+1}, {uq1, u

p
i+1} (see Fig. 7). We call

these edges fixed. Observe that for any edge e ∈ E we call e a fixed edge if e connects two vertices from

different subset gadgets and otherwise, we call e an unfixed edge.

Non-Cascading: We first argue that the constructed graph is non-cascading. By construction, every

unfixed edge is a conflict edge and every fixed edge is conflict-free. Moreover, every non-induced c-
colored Pℓ contains one yellow edge {vi, vi1} from a subset gadget of Zi and some vertex x from a subset

gadget of some Zj with j 6= i. Then, there are fixed edges {vi, x} and {vi1, x}. Since all fixed edges are

non-conflict edges we conclude that G is non-cascading.

Enumerating c-colored Pℓs: By construction, for every induced c-colored Pℓ there is one unique v ∈
{vi | i ∈ [µ]} and one unique w ∈ {w̃η} ∪ {w̃i

η | i ∈ [µ]} such that v and w are the endpoints of the

induced c-colored Pℓ. Thus, there are exactly µ induced c-colored Pℓ in G than can be enumerated in

polynomial time.

Intuition: Before we prove the correctness of the reduction, we describe its idea. We connected the

subset gadgets to element gadgets such that for each subset gadget Zj , the induced subgraphG[Zj ∪W ]
contains exactly one induced 3-colored Pℓ. We then connected the subset gadgets such that there is no

induced 3-colored Pℓ in G that contains vertices from two different subset gadgets. So we can model a

hitting set for a collection F by deleting the edges from the corresponding element gadgets.

Correctness: To prove the correctness of the reduction, we show the following claims. First, we show

that each 3-colored Pℓ contains vertices of exactly one subset gadget if we do not delete fixed edges.
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Claim 5. Let S be an edge-deletion set that does not contain fixed edges. Furthermore, let G′ := G − S
and V ′ ⊆ V (G) such that the induced subgraphG′[V ′] is a 3-colored Pℓ. Then, V ′ contains vertices of at

most one subset gadget Zj .

Proof . Since each 3-colored Pℓ has to include a yellow edge, we conclude

that vp, up1 ∈ V ′ for some p ∈ [µ]. Assume towards a contradiction that V ′ contains a vertex from a

clause gadget Zq such that q 6= p. Without loss of generality there are adjacent vertices α, β ∈ V ′ such

that α ∈ Zp, β ∈ Zq and {α, β} ∈ E(G), since we added the fixed edges. By construction, we know that

{vp, β}, {up1, β} ∈ E \S since {vp, β}, {up1, β} are fixed edges. This is a contradiction since the induced

subgraphG′[{vp, up1, β}] is a C3. ✸

Second, we observe the following about 3-colored Pℓs that are induced by one subset gadget.

Claim 6. For each subset gadget Zj , the graph G[Zj ∪ W ] contains exactly one 3-colored Pℓ. This

3-colored Pℓ contains a blue edge {wi, w̃i} if and only if xi ∈ Fj .

Proof . By construction, we know that G[Zj ∪W ] contains at least one 3-colored Pℓ, and that {vj , uj1}
is the only yellow edge in EG(Zj ∪W ). Since degG[Zj∪W ](v

j) = 1 and degG[Zj∪W ](α) ≤ 2 for each

α ∈ Zj ∪W , we conclude that there is at most one 3-colored Pℓ in G[Zj ∪W ].
By construction, this 3-colored Pℓ contains a blue edge {wi, w̃i} if xi ∈ Fj . Otherwise, if xi /∈ Fj ,

then the 3-colored Pℓ contains a red edge {wj
i , w̃

j
i } and does not contain the blue edge {wi, w̃i}. ✸

Now we prove the correctness of the reduction by showing that (U,F , k) is a yes-instance of HS if and

only if (G, c, ℓ, k) is a yes-instance of CPD.

(⇒) LetH ⊆ U be a hitting set of size at most k for (U,F). Consider the set S := {{wi, w̃i} | xi ∈ H}.

We will show that G′ := G − S is 3-colored Pℓ-free. Since S does not contain fixed edges, we know

from Claim 5 that there is no induced 3-colored Pℓ in G′ that contains vertices from two different subset

gadgets. Hence, it remains to show that no subgraph G′[Zj ∪W ] contains an induced 3-colored Pℓ for

any subset gadget Zj .

Let Zj be a subset gadget. By Claim 6 we know that there is exactly one 3-colored Pℓ in the induced

subgraph G[Zj ∪ X ] and that this 3-colored Pℓ includes exactly one blue edge from each element gad-

get Wi where xi ∈ Fj . Since H is a hitting set for F , we conclude that S includes at least one blue

edge from an element gadget Wi that is part of the 3-colored Pℓ in G[Zj ∪W ]. Hence, G′[Zj ∪W ] is

3-colored Pℓ-free, which implies that G′ is 3-colored Pℓ-free.

(⇐) Conversely, let S be an edge-deletion set of size at most k such that G − S is 3-colored Pℓ-free.

First, we show that S′ := S\{e ∈ S | e is fixed} is an equivalent solution. Assume towards a contradiction

that G′ := G− S′ contains an induced 3-colored Pℓ. Let V ′ ⊆ V (G) such that G′[V ′] is a 3-colored Pℓ.

Since S′ does not contain fixed edges, we know by Claim 5 that V ′ contains vertices of at most one subset

gadget Zj . Hence, G′[V ′] only contains unfixed edges. This implies that G′[V ′] does not contain an edge

from S. Hence, the induced subgraphG[V ′] is a 3-colored Pℓ in G′. This is a contradiction, since G− S
is 3-colored Pℓ-free. Hence, S′ is an equivalent solution.

Next, we will show how to construct another equivalent solution S′′ ⊆ EG(W ) from S′. Let {α, β} ∈
S′ such that {α, β} /∈ EG(W ). We will show that {α, β} is part of at most one 3-colored Pℓ. From

Claim 5, we conclude that any 3-colored Pℓ including {α, β} only includes vertices from at most one

subset gadget, since S′ only contains unfixed edges. Hence, {α, β} can only be part of a 3-colored Pℓ in

an induced subgraph G[Zj ∪W ] where α ∈ Zj or β ∈ Zj . From Claim 6 we know that there is exactly

one 3-colored Pℓ in G[Zj ∪W ]. Hence, {α, β} is part of at most one 3-colored Pℓ. This 3-colored Pℓ has
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to include a blue edge e ∈ EG(W ), sinceG is 3-colored and the edges in EG(W ) are the only blue edges.

Hence, (S \ {{α, β}}) ∪ {e} is an equivalent solution. Thus, we can construct an equivalent solution S′′

that only contains edges from EG(W ).
To finish the proof, we show that the set H := {xi | {wi, w̃i} ∈ S′′} is a hitting set for F . Let Fj ∈ F .

From Claim 6 we know that G[Zj ∪W ] includes a 3-colored Pℓ. Hence, there is at least one edge from

that 3-colored Pℓ in every solution. Since S′′ is a solution that only contains edges {wi, w̃i} ∈ EG(W ),
we conclude that there is at least one xi ∈ H such that xi ∈ Fj . Hence, H is a hitting set for F .

We next extend the construction from the proof of Theorem 5 to obtain a similar W[2]-hardness

for CCD.

Theorem 6. CCD is W [2]-hard when parameterized by k even if

a) all induced c-colored Cℓs can be enumerated in polynomial time, and

b) the input is limited to instances where c = 4 and the input graph is non-cascading and has nO(1)

induced c-colored Cℓs.

Proof: Let I := (G, c = 3, ℓ, k) be an instance that has been constructed from an instance of HS according

to the proof of Theorem 5. Recall that G is non-cascading and that every induced c-colored Pℓ in G there

is one unique v ∈ A := {vi | i ∈ [µ]} and one unique w ∈ B := {w̃η} ∪ {w̃i
η | i ∈ [µ]} that are the

endpoints of the induced c-colored Pℓ.

We describe how to construct an instance I ′ := (G′, c = 4, ℓ + 1, k) such that I ′ is a yes-instance

of CCD if and only if I is a yes-instance of CPD.

Construction: Let 1, 2, and 3 be the colors present in G. We describe how to obtain G′ that is colored

with edge colors 1, 2, 3, and 4. The graph G′ can be computed from G by adding a vertex set Q of

size k+1, and we add edges with color 4 between Q andA∪B such that Q∪ (A∪B) forms a biclique.

Analogously to Theorem 5, every non-induced 4-colored Pℓ+1 contains vertices from different subset

gadgets of G and thus, G′ is non-cascading. Moreover, observe that every induced 4-colored Cℓ+1 in G′

consists of a 3-colored Pℓ with one endpoint v ∈ A and one endpoint w ∈ B and two edges {v, q},

{q, w} with q ∈ Q. Thus, there are µ · (k + 1) induced 4-colored Cℓ+1 in G′ which can be enumerated

by enumerating all all 3-colored Pℓ in G in poly(n) time and combining each with one vertex from Q.

Correctness: We next show the correctness.

(⇒) Let S with |S| ≤ k be an edge-deletion set such that G− S is 3-colored Pℓ-free. Then, in G′ − S
there is no induced 3-colored Pℓ with one endpoint in A and one endpoint in B. Therefore, there is no

induced 4-colored Cℓ+1 in G′ − S. Thus, S is a solution of size at most k for I ′.
(⇐) Let S′ with |S′| ≤ k be an edge-deletion set such that G′ − S is 4-colored Cℓ+1-free.

First, assume towards a contradiction that there is some v ∈ A and some w ∈ B such that there is

an induced 3-colored Pℓ that starts in v, ends in w and only contains vertices from G. Note that there

are k + 1 edge-disjoint paths (v, q, w) with q ∈ Q. Each such path has subsequent colors 4, 4 and

forms an induced 4-coloredCℓ+2 with the c-colored Pℓ connecting v and w. Consequently, for each such

path (v, q, w) at least one edge on the path belongs to S′ contradicting the fact that |S′| ≤ k.

We next show that this implies that I has a solution of size at most k. Let X be the set of conflict edges

in G, which is the set of all edges of G that are part of an induced c-colored Pℓ. Furthermore, let S ⊆ S′

be the set of edge-deletions between the vertices of G. By the above, every induced c-colored Pℓ in G
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(a) (b) (c) (d) (e)

Fig. 8: The double cluster graphs are the graphs that have none of (a) to (d) as induced subgraph; T is the class of

graphs that do not have (a) to (e) as induced subgraph.

is not an induced c-colored Pℓ in G − S. Then, since G is non-cascading, we conclude by Proposition 1

that G− (S ∩X) has no induced c-colored Pℓ. Thus, S ∩X is a solution of size at most k for I .

5 2P4 Deletion on Double Cluster Graphs

We now study 2P4D on bicolored graphs where both the blue and the red subgraph are a cluster graph;

we refer to such graphs as double cluster graphs. Equivalently, a graph is a double cluster graph if it

has no graph from Fig. 8 (a)–(d) as induced subgraph. As we show, 2P4D remains NP-hard on double

cluster graphs. This is in sharp contrast to 2P3D which is solvable in polynomial time in this graph

class [GKSS21]. This hardness is tight in the following sense: In double cluster graphs, there exist

only two types of induced bicolored P4s, the P4 with subsequent edge colors red, blue, red and the P4

with subsequent edge colors blue, red, blue. If the input is a double cluster graph where one of these

bicolored P4 is forbidden, say the P4 shown in Fig. 8 (e), then 2P4D can be solved in polynomial time.

In the following we denote this graph class by T .

Theorem 7. 2P4D remains NP-hard on bicolored graphs where both the blue and the red subgraph are

a cluster graph and the maximum degree is five.

Proof: We give a polynomial-time reduction from the NP-complete (3,B2)-SAT problem [BKS03].

Recall that (3,B2)-SAT is a version of 3SAT where one is given a CNF formulaΦ on variables x1, . . . , xη
where every clause c1, . . . , cµ contains exactly three literals and each literal xi and ¬xi occurs exactly

twice in Φ.

Construction: The instance (G, k) of 2P4D consists of one clause gadgetZi for each clause ci and one

variable gadgetXj for each variable xj . The clause gadgetZi contains a blue triangle with vertices d1i , d
2
i ,

and d3i . Furthermore, for each z ∈ [3] we attach one leaf vertex czi to vertex dzi in the triangle. Each

edge {czi , d
z
i } is colored red.

The variable gadget Xj is constructed as follows:

• We add a red clique on four vertices r1j , r2j , r3j , and r4j to G.

• We add six blue triangles {r1j , p
1
j , p

2
j}, {r2j , q

1
j , q

2
j }, {p3j , p

5
j , p

7
j}, {q3j , q

5
j , q

7
j }, {p4j , p

6
j , p

8
j}, and

{q4j , q
6
j , q

8
j } to G.

• We add four blue edges {p9j , t
1
j}, {p10j , t

2
j}, {q9j , f

1
j }, and {q10j , f

2
j } to G.

• We add the eight red edges {p1j , p
3
j}, {p2j , p

4
j}, {p5j , p

9
j}, {p6j , p

10
j }, {q1j , q

3
j }, {q2j , q

4
j }, {q5j , q

9
j },

and {q6j , q
10
j } to G.
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r3j

r1j

r4j

r2j

p2j

p1j

p4j

p3j

p6j

p5j

p8j

p7j

p10j

p9j

t2j = c3i

t1j

q2j

q1j

q4j

q3j

q6j
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q8j

q7j

q10j

q9j

f2
j

f1
j

d1i

d2i

d3i

c1i

c2i

Fig. 9: Visualization of the construction for some clause ci and a variable xj where xj has its second occurrence as

the third literal in ci.

To connect the variable and the clause gadgets we identify vertices as follows. For z ∈ [3], y ∈ [2], any

clause ci, and any variable xj we set

czi =

{
tyj if the literal xj has its y-th occurence as the z-th literal in ci,

fy
j if the literal ¬xj has its y-th occurence as the z-th literal in ci.

Observe that since each clause contains exactly three literals and since each literal xj and ¬xj occurs

exactly twice in Φ, each vertex czi is identified with exactly one vertex tyj or fy
j and vice versa. For an

illustration of this construction see Fig. 9.

It is easy to see that the maximum degree of G is five, that the blue subgraph of G is a cluster graph,

and that the red subgraph of G is a cluster graph. We complete the construction by setting k := 9η + 2µ.

Intuition: Before we prove the correctness, we informally describe its idea. Since the budget is tight,

exactly two edges of each clause gadget and exactly nine edges of each variable gadget will be deleted.

There are exactly two possibilities to delete nine edges in a variable gadget to make it conflict-free. One

possibility corresponds to setting this variable to true and the other possibility corresponds to setting

this variable to false. Furthermore, one remaining red edge in a clause gadget will represent the literal

fulfilling that clause.

Before we prove the correctness of the reduction, we make the following observations.

Claim 7. For any edge-deletion set S of G and any clause gadget Zi we have |S ∩ E(Zi)| ≥ 2. Further-

more, if |S ∩ E(Zi)| = 2, then |S ∩ Er(Zi)| = 2.

Proof . Consider the three bicolored P4s: P1 := {c1i , d
1
i , d

2
i , c

2
i }, P2 := {c1i , d

1
i , d

3
i , c

3
i }, and P3 :=

{c2i , d
2
i , d

3
i , c

3
i }. Note that no edge is contained in all three P4s. Thus, |S ∩ E(Zi)| ≥ 2.

Next, consider that case that |S ∩ E(Zi)| = 2. Assume towards a contradiction that S contains a

blue edge of Zi. Without loss of generality, assume that {d1i , d
2
i } ∈ S. Then, G \ {{d1i , d

2
i }} contains

the three bicolored P4s: P2, P3, and {d1i , d
3
i , d

2
i , c

2
i }. Note that no edge is contained in all three P4s.

Hence, |S ∩ E(Zi)| ≥ 3, a contradiction. Thus, |S ∩ Er(Zi)| = 2. ✸

Claim 8. For any edge-deletion set S of G and any variable gadget Xj we have |S ∩ E(Xj)| ≥ 9.

Furthermore, if |S∩E(Xj)| = 9, then there exists an edge-deletion set S′ ofG such that |S′∩E(Xj)| = 9
and either
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1. S′ ∩ E(Xj) = E1 which consists of the edges of the blue triangle {r2j , q
1
j , q

2
j }, the four red

edges {p1j , p
3
j}, {p2j , p

4
j}, {q5j , q

9
j }, and {q6j , q

10
j } and the two blue edges {p9j , t

1
j} and {p10j , t

2
j},

or

2. S′ ∩ E(Xj) = E2 which consists of the edges of the blue triangle {r1j , p
1
j , p

2
j}, the four red

edges {q1j , q
3
j }, {q2j , q

4
j }, {p5j , p

9
j}, and {p6j , p

10
j } and the two blue edges {q9j , f

1
j } and {q10j , f

2
j }.

Proof . The fact that |S ∩ E(Xj)| ≥ 9 follows from the existence of an edge-disjoint bicolored P4

packingP containing the following nine P4s. These are {t1j , p
9
j , p

5
j , p

7
j}, {t2j , p

10
j , p

6
j , p

8
j}, {f1

j , q
9
j , q

5
j , q

7
j },

{f2
j , q

10
j , q

6
j , q

8
j }, {p7j , p

3
j , p

1
j , r

1
j }, {q7j , q

3
j , q

1
j , r

2
j}, {p8j , p

4
j , p

2
j , p

1
j}, {q8j , q

4
j , q

2
j , q

1
j } and {p2j , r

1
j , r

2
j , q

2
j }

in G.

Next, we consider an edge-deletion set S of G with |S ∩ E(Xj)| = 9. First, we prove that {r1j , p
1
j},

{r1j , p
2
j} ∈ S or {r2j , q

1
j }, {r

2
j , q

2
j } ∈ S. Assume towards a contradiction that this is not the case.

Thus, assume without loss of generality that {r1j , p
1
j}, {r

2
j , q

1
j } ∈ G − S. Hence, {r1j , r

2
j } ∈ S. Next,

observe that G − {{r1j , r
2
j }} contains nine bicolored P4s. These are {p1j , r

1
j , r

3
j , r

2
j }, {q1j , r

2
j , r

4
j , r

1
j },

{t1j , p
9
j , p

5
j , p

7
j}, {t2j , p

10
j , p

6
j , p

8
j}, {f1

j , q
9
j , q

5
j , q

7
j }, {f2

j , q
10
j , q

6
j , q

8
j }, {p7j , p

3
j , p

1
j , r

1
j}, {p8j , p

4
j , p

2
j , r

1
j }, and

finally {q7j , q
3
j , q

1
j , r

2
j } only sharing the edges {r1j , p

1
j}, and {r2j , q

1
j }. Thus, |S ∩ E(Xj)| ≥ 10, a contra-

diction.

Hence, in the following we assume without loss of generality that {r2j , q
1
j } ∈ S and that {r2j , q

2
j } ∈ S.

Next, assume towards a contradiction that {q5j , q
9
j } /∈ S. Since {q3j , q

5
j , q

9
j , f

1
j } is a bicolored P4 only

sharing the edges {q5j , q
9
j } and {q9j , f

1
j } with any bicolored P4 in P , we conclude that {f1

j , q
9
j } ∈ S.

But then, P \ {{q8j , q
4
j , q

2
j , q

1
j }, {f

1
j , q

9
j , q

5
j , q

7
j }} ∪ {{q10j , q

6
j , q

4
j , q

2
j }, {q

2
j , q

1
j , q

3
j , q

7
j }, {q

7
j , q

5
j , q

9
j , f

1
j }} is

an edge-disjoint packing of size nine, a contradiction. Hence, {q5j , q
9
j } ∈ S. Analogously, we can show

that {q6j , q
10
j } ∈ S. Since {q7j , q

3
j , q

1
j , q

2
j } and {q8j , q

4
j , q

2
j , q

1
j } are two bicolored P4s not in the packing P ,

we conclude that {q1j , q
2
j } ∈ S.

Hence, in the graphG[t1j , t
2
j , r

1
j , . . . , r

4
j , p

1
j , . . . , p

10
j ] the edge-deletion set S does exactly four deletions.

Furthermore, observe that

Q := {{t1j , p
9
j , p

5
j , p

7
j}, {t

2
j , p

10
j , p

6
j , p

8
j}, {p

7
j , p

3
j , p

1
j , r

1
j }, {p

8
j , p

4
j , p

2
j , p

1
j}}

is a packing of four edge-disjoint bicolored P4s. Also, observe that {p5j , p
3
j , p

1
j , p

2
j} is also a bicolored P4

in G which only has the edge {p1j , p
3
j} in common with each bicolored P4 in Q. Thus, {p1j , p

3
j} ∈ S.

Analogously, we can show that {p2j , p
4
j} ∈ S.

Furthermore, observe that {t1j , p
9
j , p

5
j , p

3
j} in also a bicolored P4 in G. Hence, {t1j , p

9
j} ∈ S or

{p9j , p
5
j} ∈ S. Assume that {p9j , p

5
j} ∈ S. Since t1j is the only vertex in that P4 which has neighbors

outside Xj , the set S′ := S − {p9j , p
5
j} ∪ {{t1j , p

9
j}} is also an edge-deletion set with exactly nine dele-

tions in Xj . Analogously, we can show that also {t2j , p
10
j } ∈ S′. ✸

Now, we are ready to prove the correctness.

(⇒) Let A : X → {true,false} be a satisfying assignment for Φ. We will construct an edge-

deletion set S of size k such that G− S is bicolored P4-free.

For each variable xj we do the following: If A(xj) = true, then we delete the first edge set E1
described in Claim 8. Otherwise, if A(xj) = false, then we delete the second edge set E2 described

in Claim 8. Since A satisfies Φ, there is at least one variable xj such that A(xj) satisfies clause ci.
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Fig. 10: Left: An example of an rb-fence. Right: An example of an rb-clique-star.

Let z ∈ [3] be the z-th literal of ci that satisfies clause ci. Furthermore, let {α, β} := [3] \ {z}. We delete

the red edges {cαi , d
α
i }, and {cβi , d

β
i }. Observe that we deleted exactly nine edges per variable gadget and

exactly two edges per clause gadget. Hence, |S| = k = 9η + 2µ.

It remains to show that G − S is bicolored P4-free. From Claims 7 and 8 we conclude that there is

no bicolored P4 whose vertex set is entirely contained in one clause or variable gadget. Recall that the

vertices czi for z ∈ [3] which are identified with the vertices tyj , and fy
j for y ∈ [2] are the only vertices

which connect variable and clause gadgets in G. Observe that all of these vertices have degree two.

Consider a fixed vertex czi . Next, we prove that in G − S vertex czi has degree at most one. Without loss

of generality we assume that vertex czi is identified with vertex tyj from variable xj . If clause ci is not

satisfied by its z-th literal, then {czi , d
z
i } ∈ S, and vertex czi has degree at most one in G − S. Hence, in

the following we assume that clause ci is satisfied by its z-th literal which is xj . Thus A(xj) = true

and according to our definition of S we observe that {tyj , p
8+y
j } = {czi , p

8+y
j } ∈ S. We conclude that

each vertex czi in G − S has degree at most one. Thus, there is no bicolored P4 in at least two gadgets.

Hence, G− S is bicolored P4-free.

(⇐) Let S ⊆ E(G) with |S| ≤ k be an edge set such that G− S is bicolored P4-free. In the following

we will construct a satisfying assignment A : X → {true, false} for Φ.

Since |S| = 9η+2µ, |S ∩E(Zi)| ≥ 2 for each clause gadget Zi by Claim 7, and |S ∩E(Xj)| ≥ 9 for

each variable gadgetXj by Claim 8, we conclude that |S ∩Er(Zi)| = 2 and that |S ∩E(Xj)| = 9. Next,

we construct an edge-deletion set S′ with |S′| = |S| = k which fulfills the conditions of Claim 8, that is

for each variableXj the set S′ contains either the edge set E1 or the edge set E2 described in Claim 8. If S′

contains the first edge set E1 described in Claim 8, we set A(xj) = true and otherwise, if S′ contains

the second edge set E2 described in Claim 8, we set A(xj) = false.

It remains to show that A satisfies Φ. Consider the clause gadgetZi. By Claim 7 we conclude that |S′∩
Er(Zi)| = 2. Hence, there exist a z ∈ [3] such that {czi , d

z
i } /∈ S. Without loss of generality we

assume that vertex czi is identified with vertex tyj for some variable xj and some y ∈ [2]. Observe

that G[{dαi , d
z
i , c

z
i , p

8+y
j }] for some α ∈ [3] \ {z} is an induced bicolored P4 in G. Since G − S is

bicolored P4-free, we conclude that {czi , p
8+y
j } ∈ S. Thus, A(xj) = true and hence clause ci is

satisfied by A. We conclude that Φ is satisfied by A.

Before we present the polynomial-time algorithm for 2P4D when the input graph is from T , we charac-

terize T . More precisely, we show that each connected component in someG ∈ T is one of the following

two graphs (see Fig. 10): An rb-fence is a graph that consists of exactly two blue cliques X and Y of

size at least two and the red edges form a matching between vertices of X and Y . An rb-clique-star is a

graph that consists of exactly one red clique X and up to |X | non-overlapping blue cliques where each

blue clique intersects with X in a unique vertex. To show this characterization of T , we first prove the

following.
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Lemma 6. Let {v, w} be a blue edge in a bicolored graphG ∈ T such that v has a red neighbor u andw
has a red neighbor x. Then, u 6= x and {u, x} ∈ E(G) with color blue. Furthermore, neither u and v
nor w and x have a common red neighbor.

Proof: Observe that u and x are distinct vertices, since otherwise G[{u, v, w}] is a bicolored triangle,

a contradiction to G ∈ T . Since the vertices u, v, w, and x form a bicolored P4 with subsequent edge

colors red, blue and red, we conclude that this bicolored P4 is not induced. Observe that {u,w} /∈ E(G)
and that {v, x} /∈ E(G) since otherwise G would contain a bicolored triangle. Hence, {u, x} ∈ E(G).
Furthermore, {u, x} is blue, since otherwise the red subgraph Gr is no cluster graph. Next, assume

towards a contradiction that at least one of both red edges has a common red neighbor. Without loss of

generality, we assume that vertices w and x have a common red neighbor y. Observe that {v, y} /∈ E(G)
since otherwise G would contain a bicolored triangle. Next, consider the case that {u, y} ∈ E(G). With

symmetric arguments we conclude {v, y} /∈ E(G). Hence, {u, y} is blue. But now G[{v, u, y, x}] is an

induced bicolored P4 with subsequent edge colors red, blue, red; a contradiction.

We now present our alternative characterization of T .

Proposition 3. Let G be a graph. Then, G ∈ T if and only if each connected component of G is either

an rb-fence or an rb-clique-star.

Proof: Given an rb-fence or an rb-clique-star, the colored subgraphs of both colors are cluster graphs.

Moreover, it is easy to see that no such graph has an induced bicoloredP4 with subsequent edge colors red,

blue, red. Thus, every graph where each connected component is either an rb-fence or an rb-clique-star

belongs to T . We next show that each graph in T is a disjoint union of rb-clique-stars and rb-fences.

First, consider a connected componentZ ofGwhich contains a maximal red cliqueC with at least three

vertices. Observe that each vertex of C does not have a red neighbor outside C. Thus, each v ∈ C only

blue neighbors outside C. Since the blue graph is a cluster graph, these blue neighbors of v form a clique.

Moreover, no two vertices in C have a common blue neighbor since otherwise G has a bicolored triangle.

Finally, each blue neighbor of C has no red neighbor outside C since otherwise G has a red-blue-red P4.

Thus, the connected component Z is an rb-clique-star.

Second, consider a connected component Z of G which does not contain red triangles. In other words,

the red connected components of Z are edges. Let {u, v} and {x, y} be two red edges in Z . In the

next step, we will prove that G[{u, v, x, y}] is a C4 where two subsequent edges have different colors.

Assume towards a contradiction that this is not the case. By Lemma 6 we conclude that if G[{u, v, x, y}]
contains one blue edge, then G[{u, v, x, y}] has to be a C4 where two subsequent edges have different

colors. Hence, we assume that G[{u, v, x, y}] does not contain any blue edges. Without loss of generality

assume that P := (u = a0, a1, . . . , ap = x) is a shortest path connecting the edges {u, v} and {x, y}.

Observe that since the induced red and the induced blue subgraph are both cluster graphs, the edges

in P have alternating colors. Hence, {u, a1} is blue and {a1, a2} is red. Furthermore, note that a1 6= x
and a1 6= y since otherwise there is a blue edge in G[{u, v, x, y}]. Observe that G[{u, v, a1, a2}] contains

a bicolored P4 with subsequent edge colors red, blue, red. By Lemma 6 we conclude that {v, a2} ∈ E(G)
with color blue. Then, P ′ := {v = a1, . . . , ap = x} is a shorter path connecting the edges {u, v}
and {x, y} than P , a contradiction. We conclude that for each two red edges {u, v} and {x, y} in Z the

induced subgraphG[{u, v, x, y}] is a C4 where two subsequent edges have different colors.

Let R := {{ui, vi} | i ∈ [t]} be the set of red edges in Z . Since for every pair {ui, vi}, {uj, vj}
with i 6= j the graph G[{ui, vi, uj , vj}] is a C4 we may assume without loss of generality that B1 :=
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{ui | i ∈ [t]} and B2 := {vi | i ∈ [t]} are blue cliques in G. Observe that EG(B1, B2) = R since

otherwise, if there is an edge {ui, vj} with i 6= j, then G[{ui, uj, vj}] or G[{vi, uj, vj}] is a bicolored

triangle in G.

If no vertex in B1 ∪ B2 has a neighbor outside B1 ∪B2, then Z = B1 ∪B2 and therefore, G[Z] is an

rb-fence. So, without loss of generality, let x be a neighbor of u1 outside B1 ∪B2. Then, {ui, x} is blue

and since the blue graph is a cluster graph it follows that B1 ∪ {x} is a blue clique in G. This implies

that B1 ⊆ K1 and B2 ⊆ K2 for some maximal blue cliques K1 and K2 and that G[Z] = G[K1 ∪K2] is

an rb-fence.

The next goal is to show that 2P4D can be solved in polynomial time on graphs in T . To this end, we

first consider the solution structure of rb-fences.

Lemma 7. Let (G, k) be an instance of 2P4D where G is an rb-fence and S be a minimum size solution.

Then either G is a C4 and S = ∅ or S contains exactly the red edges of G.

Proof: LetK1 andK2 with |K1| ≥ |K2| ≥ 2 be the two blue cliques ofG, and letB1 ⊆ K1 andB2 ⊆ K2

be such that there is a perfect red matching between B1 and B2, and let |B1| and |B2| be maximal under

this property. Furthermore, by R we denote the set of red edges in G. If |K1| = 2 and |R| = 2, then G
is a bicolored C4 with alternating colors. Hence, G is 2P4-free. Next, we assume that this is not the case.

In the following, we prove that there is a minimal solution that deletes all red edges. Obviously, G − R
is 2P4-free. We next show that there is no solution of size smaller than |R|.

First, consider the case |K2| ≥ 3 or |R| = 1. Then, there exists a vertex-pair disjoint packing of

bicolored P4s of size |R|: Each red edge is the central edge of one of the P4s of this packing. Since one

edge-deletion transforms only one bicolored P4 of the packing, there have to be at least |R| edge deletions

in a minimal solution.

Second, consider the case |K2| = 2 = |R|. Recall that |K1| ≥ 3. Since G contains a bicolored P4 and

deleting any of its three edges does not make G bicolored P4-free, we conclude that at least two edges

of G have to be deleted. Hence, deleting both red edges is optimal.

Lemma 7 implies that connected components that are rb-fences can be solved in linear time. We next

study the solution structure of rb-clique-stars.

Lemma 8. Let (G, k) be an instance of 2P4D where G is an rb-clique-star. Let C be the red clique and

let B1, . . . , Bℓ be the blue cliques of G such that |B1| ≥ · · · ≥ |Bℓ|. Furthermore, for every i ∈ [ℓ], let ci
denote the unique vertex in Bi ∩ C.

Then, there is a solution S such thatG−S consists of ℓ connected components and there is some p ∈ [ℓ]
with

a) B1 ∪ C \ {cq | q ∈ [2, p]} is a connected component in G− S,

b) for every q ∈ [2, p], Bq is a connected component in G− S, and

c) for every q ∈ [p+ 1, ℓ], Bq \ {cq} is a connected component in G− S.

Proof: Let S be an edge-deletion set of size at most k of G and let Z1, . . . , Zp be the connected compo-

nents of G− S.

We prove the lemma in three steps.
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Step 1: We first show that we may assume that for each j ∈ [ℓ] the vertex set Bj \ {cj} is completely

contained in one connected component of G− S.

Observe thatBj\{cj} is a colored neighborhood class by Definition 2. Moreover,N(Bj\{cj}) = {cj}.

Then, by Proposition 5 we may assume that no edge in Bj \ {cj} is part of a minimal solution S and that

either E({cj}, Bj \ {cj}) ⊆ S or E({cj}, Bj \ {cj}) ∩ S = ∅. Consequently, we can safely assume that

for each j ∈ [ℓ] the vertices in Bj \ {cj} are in one connected component Zi for some i ∈ [p].

Step 2: We next show that we may assume that the connected component containing B1 \ {c1} is the

only connected component in G− S that might contain red edges.

Assume that there exist two connected components Zi and Zj which contain red edges. By Ri we

denote the vertices inZi which are not incident with blue edges. We defineP := Zj∪Ri andQ := Zi\Ri.

Then, G[P ] and G[Q] are also P4-free. It remains to show that a solution introducing the connected

components P and Q instead of Zj and Zi is optimal. Note that there are at least (|Ri|+ 1) · (|Rj |+ 1)
edge deletions in E(Zi ∪ Zj) to obtain connected components Zi and Zj . In contrast, there are only |Ri|
edge deletions in E(Zi ∪ Zj) to obtain connected components P and Q. Since the number of edge

deletions between Zi ∪ Zj and the rest of the graph is the same in both cases we conclude that this

modification of the solution does not increase the number of edge deletions. Thus, in the following we

can assume that there is at most one connected component which contains red edges.

We next prove that we can safely assume that if a connected component of G−S contains red edges, it

also containsB1. Assume that this is not the case. So let Z1 be the connected component containingB1 \
{c1} and let Zj be the connected component containing all red edges. Let cq ∈ V (Zj) for some q ∈ [2, ℓ]
be the vertex incident with red and blue edges. If such a vertex cq does not exist, then Zj is a red clique

and thus G[Zi ∪ Zj ] is also bicolored P4-free and the statement follows. Otherwise, vertex cj exists.

Let Y := Zj \ Bj the vertices of Zj which are only incident with red edges. Observe that Zj \ Y
and Zi ∪ Y are also bicolored P4 free and the costs of this solution are also at most k since |B1| ≥ |Bj |.
Hence, in the following we assume that the connected component ofG−S containing the red edges, also

contains B1.

Step 3: We finally show that there is some p ≤ ℓ satisfying statements a)–c). First, observe that each

connected component contains exactly one blue cliqueBi \{ci}, since otherwise, the component contains

a bicolored P4. Let Zi for i ∈ [ℓ] be the connected component that contains Bi \ {ci}.

Assume that there are some i and j with 1 < i < j such that Zi = Bi \ {cj} and Zj = Bj .

Note that i < j implies |Bi| ≥ |Bj |. We then define the sets Z ′
1 := Z1 \ {ci} ∪ {cj}, Z ′

i := Bi,

and Z ′
j := Bj \ {cj}. It is easy to see that G[Z ′

1], G[Z
′
i], and G[Z ′

j ] contain no induced bicolored P4.

Moreover, note that, if a is the number of edges in the disjoint union of G[Z ′
1], G[Z

′
i], and G[Z ′

j ] and b
is the number of edges in the disjoint union of G[Z1], G[Zi], and G[Zj ], we have a − b = |Bi| − |Bj |.
Together with the fact that |Bi| ≥ |Bj | we conclude that there is an optimal solution introducing the

connected components Z ′
1, Z ′

i, and Z ′
j instead of Z1, Zi, and Zj .

Consequently, we may assume that there is some p ∈ [ℓ] that satisfies statements b) and c). The

component Z1 then contains all vertices that are not in one of the components Bq with q ∈ [2, p] or Bq \
{cq} with q ∈ [p+ 1, ℓ]. Thus, Z1 = B1 ∪ C \ {cq | q ∈ [2, p]} and therefore, statement a) holds.

Lemma 8 implies that, in a 2P4D-instance (G, k), the connected components of G that are rb-clique-

stars can be solved in polynomial time: Let the rb-clique-star contain ℓ blue cliques. Then, for every p ≤ ℓ,
compute in O(nm) time the cost of an edge-deletion set S that forms a partition according Lemma 8 and

keep the set with minimal cost. Altogether, this implies the following.
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Theorem 8. 2P4D can be solved in O(nm) time on graphs in T .

6 Conclusion

We initiated a study of edge-deletion problems where the aim is to destroy paths or cycles containing a

certain number of colors. We left many problems open for future research.

First, in our analysis of the classic complexity of cPℓD for ℓ ≥ 4 on bounded-degree graphs, we have

shown that for c ∈ [2, ℓ− 2] we obtain NP-hardness even if the maximum degree is 3, while for c = ℓ− 1,

we obtain hardness even if the maximum is 16. It is thus a natural question whether the NP-hardness

for c = ℓ− 1 also holds for a smaller maximum degree.

Furthermore, it is open whether there is a polynomial-time algorithm for (ℓ− 1)PℓD on non-cascading

graphs for any ℓ ≥ 4 since we only showed the NP-hardness on non-cascading graphs for each ℓ ≥ 4 and

each c ∈ [ℓ− 2]. Similarly, we showed W[2]-hardness of CPD, the variant of cPℓD where ℓ is part of the

input and k is the parameter for non-cascading graphs, but it remains open whether CPD is W[2]-hard for

k when every c-colored Pℓ in the input graph is an induced c-colored Pℓ. Concerning the parameterized

complexity with respect to the colored neighborhood diversity γ it remains open whether 2C4D is fixed-

parameter tractable with respect to γ. It might also be interesting to analyze the parameterized complexity

with regard to further structural graph parameters like the vertex cover number or the size of a minimum

feedback vertex set. Moreover, since γ can be seen as a colorful version of the classic parameter neigh-

borhood diversity, it can be interesting to investigate whether further well-known structural parameters

have a corresponding colorful version that is useful for the problems studied in this work. It would also be

interesting to study the corresponding edge-completion problems and edge-modification problems from

an algorithmic point of view. Also, to which extent is it possible to adapt our results to related problems

on vertex-colored graphs instead of edge-colored graphs?

More generally, it seems interesting to study further whether the fact that an input graph for an edge-

modification problem is non-cascading has any impact on the problem difficulty. In other words, which

edge-modification problems that are generally NP-hard become polynomial-time solvable on non-cascading

input graphs? This question is also relevant for problems in uncolored graphs. Finally, developing a deeper

understanding of properties of edge-colored graphs appears to be a wide open and fruitful research topic.

Our work makes two contributions in this direction: characterizing one graph class via forbidden induced

subgraphs and extending the neighborhood diversity parameter to edge-colored graphs. What are further

interesting classes of edge-colored graphs and further graph parameters that take the edge-coloring into

account?
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