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In a generalized Turán problem, two graphs H and F are given and the question is the maximum number of copies

of H in an F -free graph of order n. In this paper, we study the number of double stars Sk,l in triangle-free graphs.

We also study an opposite version of this question: what is the maximum number of edges and triangles in graphs

with double star type restrictions, which leads us to study two questions related to the extremal number of triangles

or edges in graphs with degree-sum constraints over adjacent or non-adjacent vertices.

Keywords: Mathematics - Combinatorics, 05C35

1 Introduction

In the last decade, generalizations of the extremal function ex(n,H) received more and more attention.

For graphs G and H , let n(H,G) denote the number of subgraphs of G isomorphic to H (referred to

as copies of H). In particular, let t3(G) = n(K3, G) denote the number of copies of triangles in

G. The first result of this type is due to Zykov (1949) (and also independently by Erdős (1962)),

who determined ex(n,Ks,Kt) exactly for all s and t. Then Erdős raised the longstanding conjecture

ex(n,C5, C3) = (n5 )
5 (where the lower bound is obtained from the uniformly blown up C5). This conjec-

ture was finally verified quarter of a century later by Hatami et al. (2013) and independently by Grzesik

(2012). On the other hand, the extremal function ex(n,C3, C5) was considered by Bollobás and Győri

(2008). Their results were subsequently improved by Alon and Shikhelman (2016), Ergemlidze et al.

(2019), and Ergemlidze and Methuku (2018), but the problem of determining the correct asymptotics

is still open. The problem of maximizing Pℓ copies in a Pk-free graph was investigated in Győri et al.

(2018).

We begin by considering the following question of this type: among all triangle-free graphs with n
vertices, what is the maximum number of “double stars” Sk,l where Sk,l denotes a star with degree k and

a star with degree l connected by an edge. For example S1,1 would be P4, the path with 4 vertices.

Then we study a kind of “converse” of this double star problem: suppose our forbidden graph is Sk,l

and what we want to maximize is the number of triangles in the graph, how will the graph look like? We

know when our forbidden graph is all double stars Sk,l where k + l = d, we essentially ask our graph G
to satisfy dG(x) + dG(y) < d+ 2 for all xy ∈ E(G).

This leads us to two other related problems. The first problem is to find the minimum number of triangles

in a graph such that dG(x)+dG(y) ≥ n+k for all xy ∈ E(G) and a constant k, provided the graph has no
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isolated vertex. We know that a complete bipartite graph with n vertices will satisfy dG(x) + dG(y) = n
for all xy ∈ E(G), and this is why we need the +k here. Another related problem is to find the minimum

number of triangles in a graph such that dG(x)+dG(y) ≥ n+1 for all xy /∈ E(G), x 6= y. This condition

means that the complement of the graph does not contain any “big” double stars. This condition relates

to Ore’s theorem, which claims any graph such that dG(x) + dG(y) ≥ n for all xy /∈ E(G), x 6= y is

Hamiltonian.

2 Double Stars

The star S1,a is defined to be K1,a, the complete bipartite graph with parts of size 1 and a. The vertex

belonging to the part of size 1 is called the central vertex, and the degree of the star is defined to be a.

The double star Sa,b is the graph formed by connecting the central vertices of stars Sa and Sb with an

edge. For example, S1,1 is a path with 4 vertices. We will call the edge connecting the two centers the

central edge of the double star Sa,b. We are going to show that if G is triangle-free, then a (not necessarily

balanced) complete bipartite graph will maximize the number of double stars Sa,b in G.

For a triangle-free graphG, we can compute the number of double stars Sa,b (a 6= b) whose central edge

is a given edge uv ∈ E(G). There are two ways to have a double star with central edge uv, assuming that

a 6= b: either u is the central vertex of Sa or v is the central vertex of Sa. If u is the central vertex of Sa,

we may simply choose the a vertices forming a star Sa at u from neighbors of u other than v and choose

the b vertices forming a Sb at v from neighbors of v other than u. Since G is triangle free, u and v will not

share a common neighbor. As a result, we can see that there are
(

dG(u)−1
a

)(

dG(v)−1
b

)

+
(

dG(u)−1
b

)(

dG(v)−1
a

)

double stars on edge uv. Therefore,

n(Sa,b, G) =
∑

uv∈E(G)

(

dG(u)− 1

a

)(

dG(v) − 1

b

)

+

(

dG(u)− 1

b

)(

dG(v)− 1

a

)

. (1)

First, we are going to show that a triangle-free graph with maximum degree ∆ < n
2 contains strictly

fewer copies of Sa,b than the balanced complete bipartite graph assuming that ⌊n
2 ⌋ ≥ max{a, b}+1. The

following fact will be frequently used in subsequent discussion:

Lemma 1. A triangle-free graph G with n vertices and maximum degree ∆ contains at most ∆(n −∆)
edges, and equality holds if and only if ∆ ≥ n

2 and G is the complete bipartite graph K∆,n−∆.

In particular, the balanced complete bipartite graph K⌈n/2⌉,⌊n/2⌋ is the triangle-free graph with most

edges.

Proof: We know that if xy ∈ E(G), then dG(x) + dG(y) ≤ n since otherwise x and y must share a

common neighbor z and x, y, z will form a triangle. Now if v is a vertex of maximum degree in G, then

its ∆ neighbors must have degree at most n−∆. For the n−∆ vertices that are not neighbors of v, they

can have degree at most ∆ since v is the vertex of maximum degree. Therefore, the number of edges is

bounded above by
1

2
[∆(n−∆) + (n−∆)∆] = ∆(n−∆). (2)

To achieve equality, if ∆ < n
2 , then n

2 < n−∆, and the maximum number of edges is ∆n
2 < ∆(n−∆).

When ∆ ≥ n
2 , we see the ∆ neighbors of the vertex of maximum degree, v, must have degree n − ∆

to achieve equality. Since there cannot be any edges between the neighbors of v as this will introduce
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triangles, we see the ∆ neighbors of v must be connected to the n−∆ vertices that are not neighbors of

v. Thus, we will arrive at the complete bipartite graph K∆,(n−∆). It is now easy to verify that K∆,(n−∆)

is triangle free, has maximum degree ∆ when d ≥ n
2 , and contains ∆(n−∆) edges.

When n is fixed, since ∆ is an integer, ∆(n − ∆) is maximized at ∆ = ⌊n/2⌋ and ∆ = ⌈n/2⌉.

Therefore, we see that the balanced complete bipartite graph is the triangle-free graph with most edges.

Theorem 1. If G is a triangle-free graph with n vertices with maximum degree ∆ < n
2 , and ⌊n

2 ⌋ ≥
max{a, b}+ 1, then n(Sa,b,K⌊n/2⌋,⌈n/2⌉) > n(Sa,b, G).

Proof: Suppose G is a triangle-free graph with n vertices and with maximum degree ∆ < n
2 . We know

for each edge uv ∈ G, the number of double stars Sa,b with central edge uv is

(

d(u)− 1

a

)(

d(v) − 1

b

)

+

(

d(u)− 1

b

)(

d(v)− 1

a

)

<

(⌊n/2⌋ − 1

a

)(⌈n/2⌉ − 1

b

)

+

(⌊n/2⌋ − 1

b

)(⌈n/2⌉ − 1

a

) (3)

since the binomial coefficients
(

x
a

)

are strictly increasing when x ≥ a and we have ⌊n/2⌋ − 1 ≥
max{a, b}, which just says for any edge uv ∈ E(G), the number of double stars with central edge

uv is less than the number of double stars with a given edge in K⌊n/2⌋,⌈n/2⌉ as central edge. Furthermore,

we know that the balanced complete bipartite graph K⌊n/2⌋,⌈n/2⌉ maximizes the number of edges for

triangle-free graphs with n vertices, so we conclude that n(Sa,b, G) < n(Sa,b,K⌊n/2⌋,⌈n/2⌉).

Next, we are going to show even if the graph G has large maximum degree, we can always find a

complete bipartite graph K∆′,n−∆′ such that n(Sa,b,K∆′,n−∆′) ≥ n(Sa,b, G). This time, the complete

bipartite graph does not have to be balanced:

Theorem 2. Suppose G is a triangle-free graph with n vertices and with maximum degree ∆ ≥ n
2 .

There exists a ∆′ such that n
2 ≤ ∆′ ≤ ∆ and n(Sa,b,K∆′,n−∆′) ≥ n(Sa,b, G). Furthermore, if ⌊n

2 ⌋ ≥
max{a, b}+ 1 and G is not a complete bipartite graph, the inequality is strict.

Proof: Let

f(x, y) =

(

x− 1

a

)(

y − 1

b

)

+

(

x− 1

b

)(

y − 1

a

)

(4)

denote the number of double stars on a given central edge uv such that dG(u) = x and dG(v) = y. If

u + v < n and ∆ ≥ n
2 , then either u or v must be strictly less than ∆. Without loss of generality, we

may assume that u < ∆. It follows that u + 1 ≤ ∆ and f(u, v) ≤ f(u + 1, v). As a result, to find the

maximum of f(u, v) under the constraints u, v ≤ ∆, u + v ≤ n, we only need to consider u, v such that

u+ v = n and u, v ≤ ∆. In other words, we have the following identity:

max
u,v≤∆,u+v≤n

f(u, v) = max
u,v≤∆,u+v=n

f(u, v). (5)

If u+ v = n, without loss of generality, we may assume that u ≥ n
2 . It follows that

max
u,v≤∆,u+v=n

f(u, v) = max
n/2≤u≤∆

f(u, n− u). (6)
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Now let u = ∆′ be the number that maximizes f(u, n− u) under the constraint n/2 ≤ u ≤ ∆. We are

going to show that n(Sa,b,K∆′,n−∆′) ≥ n(Sa,b, G):

n(Sa,b, G) =
∑

uv∈E

(

dG(u)− 1

a

)(

dG(v)− 1

b

)

+

(

dG(u)− 1

b

)(

dG(v)− 1

a

)

=
∑

uv∈E

f(dG(u), dG(v))

≤
∑

uv∈E

f(∆′, n−∆′)

= |E(G)|f(∆′, n−∆′)

≤ ∆′(n−∆′)f(∆′, n−∆′)

= n(Sa,b, G∆′,n−∆′).

(7)

As G is a triangle-free graph with maximum degree ∆, dG(u), dG(v) ≤ ∆ and dG(u) + dG(v) ≤ n.

Thus,

f(dG(u), dG(v)) ≤ max
x,y≤∆,x+y≤n

f(x, y) = max
n/2≤x≤∆

f(x, n− x) = f(∆′, n−∆′), (8)

and the inequality in the third line of Equation 7 holds. By Lemma 1, since G has maximum degree ∆,

|E(G)| ≤ ∆(n −∆). Since n
2 ≤ ∆′ ≤ ∆, we have |E(G)| ≤ ∆(n −∆) ≤ ∆′(n −∆′), and thus the

inequality in the fifth line of Equation 7 holds.

Therefore, we conclude that there exists ∆′ such that n
2 ≤ ∆′ ≤ ∆ and n(Sa,b, G) ≤ n(Sa,b, G∆′,n−∆′).

If G is not a complete bipartite graph, by Lemma 1, we have |E(G)| < ∆(n − ∆) ≤ ∆′(n − ∆′).
When ⌊n/2⌋ ≥ max{a, b}+ 1,

f(∆′, n−∆′) = max
u,v≤∆,u+v=n

f(u, v) ≥ f(⌈n/2⌉, ⌊n/2⌋) > 0. (9)

Therefore, the fifth line of Equation 7 is a strict inequality and we have n(Sa,b, G) < n(Sa,b,K∆′,n−∆′).

The above result tells us we may limit the search of the triangle-free graph with most copies of Sa,b with

fixed number of vertices to complete bipartite graphs. A natural follow-up question to ask is to determine

when the Turán graph K⌊n

2
⌋,⌈n

2
⌉ maximizes the number of copies of Sa,b. First, we are going to show

when a = b, then the Turán graph K⌊n

2
⌋,⌈n

2
⌉ maximizes n(Sa,b, G).

Theorem 3. The Turán graph K⌊n

2
⌋,⌈n

2
⌉ maximizes n(Sa,a, G) assuming that G is triangle-free with n

vertices.

Proof: Since we have a symmetric double star Sa,a, the number of double stars with central edge uv is
(

dG(u)−1
a

)(

dG(v)−1
a

)

. Since we may limit the search of graphs maximizingn(Sa,a, G) to complete bipartite

graphs, for a complete bipartite graph Kx,n−x, we have:

n(Sa,a,Kx,n−x) = x(n− x)

(

x− 1

a

)(

n− x− 1

a

)

. (10)
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We know that
(

x− 1

a

)(

n− x− 1

a

)

=
1

a!

a
∏

i=1

(x− i)(n− x− i). (11)

Each term (x− i)(n− x− i) = −x2 + nx+ (i2 − in) is maximized at x = ⌊n
2 ⌋ and x = ⌈n

2 ⌉ assuming

that x is an integer. Furthermore, x(n−x) is also maximized at x = ⌊n
2 ⌋ and x = ⌈n

2 ⌉ assuming that x is

an integer. Therefore, we conclude that the Turán graph K⌊n

2
⌋,⌈n

2
⌉ maximizes n(Sa,a, G) assuming that

G is triangle-free with n vertices.

Furthermore, we will show that the Turán graph K⌊n

2
⌋,⌈n

2
⌉ maximizes n(S1,3, G) but not n(S1,4, G):

Theorem 4. The Turán graph K⌊n

2
⌋,⌈n

2
⌉ maximizes n(S1,3,K3) when n ≥ 13.

Proof: This follows from a direct computation. Let

f(n, x) := n(S1,3,Kx,n−x) = x(n− x)

(

(x− 1)

(

n− x− 1

3

)

+ (n− x− 1)

(

x− 1

3

))

. (12)

Now it follows that

f(n, x+ 1)− f(n, x) =
x

3
(n− 1− 2x)(n− 1− x)

[

3x2 + (3− 3n)x+ (n2 − 6n+ 14)
]

. (13)

If ⌈n
2 ⌉ ≤ x < n− 1, we have n− 1− 2x < 0 and n− 1 − x > 0. We know that the discriminant for

3x2 + (3− 3n)x+ (n2 − 6n+ 14) is

∆ = (3− 3n)2 − 4 · 3 · (n2 − 6n+ 14) = −3(n2 − 18n+ 53). (14)

As a result, if ∆ < 0, we must have 3x2 + (3 − 3n)x + (n2 − 6n + 14) > 0 for all x, and therefore if

∆ < 0 then we must have f(n, x + 1) − f(n, x) < 0 for all ⌈n
2 ⌉ ≤ x < n − 1. Solving ∆ < 0 yields

n > 9 + 2
√
7 ≈ 14.29, and if n = 13 or n = 14 we can manually verify that the Turán graphs maximize

n(S1,3, G). When n = 13, we have n(S1,3,K6,7) = n(S1,3,K5,8) = 6720. When n = 14, we have

n(S1,3,K7,7) = n(S1,3,K6,8) = 11760.

Theorem 5. Suppose x0 maximizes n(S1,4,Kx,n−x) over [n2 , n − 1]. Then lim
n→∞

x0

n
=

2

3
. In other

words, if the number of vertices n approaches infinity, the complete bipartite graph Kx,n−x maximizing

n(S1,4, G) contains two parts with approximately 2
3n and 1

3n vertices each.

Proof: This also comes directly from computation. Let

f(n, x) := n(S1,4,Kx,n−x) = x(n− x)

(

(x− 1)

(

n− x− 1

4

)

+ (n− x− 1)

(

x− 1

4

))

. (15)

Now it follows that

f(n, x+1)−f(n, x) =
x

24
(n−6)(n−1−2x)(n−1−x)

[

9x2 + (9 − 9n)x+ (2n2 − 9n+ 22)
]

. (16)
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Assuming that n > 6, if ⌈n
2 ⌉ ≤ x < n− 1, we must have n− 6 > 0, n− 1− 2x < 0, n− 1− x > 0.

We need to look at 9x2 + (9− 9n)x+ (2n2 − 9n+ 22). The discriminant is

∆ = (9− 9n)2 − 36(2n2 − 9n+ 22) = 9(n2 + 18n− 79), (17)

and therefore we conclude that if n > 4
√
10 − 9 ≈ 3.65, ∆ > 0 and there are two real roots for

9x2 + (9− 9n)x+ (2n2 − 9n+ 22) = 0. The roots are

x0 =
3n− 3±

√
n2 + 18n− 79

6
. (18)

We will discard the root x = 3n−3−
√
n2+18n−79
6 < n

2 for our purpose and let x0 = 3n−3+
√
n2+18n−79
6 .

Now it follows assuming that n > 6, we have f(n, x + 1) − f(n, x) < 0 if ⌈n
2 ⌉ ≤ x < x0 and

f(n, x+ 1)− f(n, x) > 0 if x0 < x < n− 1.

As we have lim
n→∞

x0

n
=

2

3
, we may conclude if the number of vertices n approaches infinity, the

complete bipartite graph Kx,n−x maximizing S1,4(G) contains two parts with approximately 2
3n and 1

3n
vertices each.

We might want to consider what is going to happen should the number of vertices in the double star

increases, and when the Turán graph achieves ex(n, Sa,b,K3). Unfortunately, when a and b get larger, it

is more difficult to study the behavior of

n(Sa,b,Kx,n−x) = x(n− x)

((

x− 1

a

)(

n− x− 1

b

)

+

(

x− 1

b

)(

n− x− 1

a

))

. (19)

Nevertheless, we may approximate n(Sa,b,Kx,n−x) with

x(n− x)(xa(n− x)b + xb(n− x)a) = [x(n− x)]a+1
(

xb−a + (n− x)b−a
)

. (20)

Since x(n − x) is decreasing over n
2 ≤ x ≤ n while xb−a + (n − x)b−a is increasing over n

2 ≤ x ≤ n,

when the difference b − a is large compared to a + 1, we expect xb−a + (n − x)b−a dominates and the

extremal graph will be a more unbalanced complete bipartite graph. Here is a table of the x ∈ [ 12 , 1] that

maximizes xa(1− x)b + xb(1− x)a.

b = 1 2 3 4 5 6 7 8 9

a = 1 1
2

1
2

1
2

3+
√
3

6 .832 .857 .875 .889 .900

a = 2 1
2

1
2

1
2

2
3 .743 .777 .800 .818

a = 3 1
2

1
2

1
2

1
2 .682 5+

√
5

10 .749

a = 4 1
2

1
2

1
2 .633 .684 .712

a = 5 1
2

1
2

1
2

1
2 .585

a = 6 1
2

1
2

1
2

1
2

From this table, we see when a is fixed and b ≥ a, then the xmax that maximizes xa(1−x)b+xb(1−x)a

over [ 12 , 1] will not decrease. We also see if b is sufficiently large compared to a, then xmax ≈ b
a+b . We

know that xb(1 − x)a is maximized at b
a+b , so this result should not be too surprising.



Extremal problems of double stars 7

3 Adjacent Vertex Condition

In the double star problem we have just studied, the forbidden subgraph is the triangle and we are max-

imized the number of double stars. One possible way to invert the problem is to put conditions on the

double stars in the graph and count the number of triangles.

This leads us to the “adjacent vertex condition.” In this problem the forbidden subgraphs G are double

stars Sa,b for all a, b such that a+ b = k for some fixed k. This is equivalent to saying dG(x) + dG(y) <
k + 2 for all xy ∈ E(G). Therefore, a related problem is if for every xy ∈ E(G) the degree sum is large

(i.e. dG(x) + dG(y) ≥ k for some k) what the minimum number of triangles in the graph will be.

If for all xy ∈ E(G), dG(x) + dG(y) ≥ k for some k ≤ n, then the graph can be triangle-free. Any

complete bipartite graph Ka,b with n vertices will be triangle-free and satisfies dG(x) + dG(y) = n for

all xy ∈ Ka,b. Thus, a more interesting question is what will happen if dG(x) + dG(y) ≥ n+ k for some

constant k > 0. We are going to prove if n is sufficiently large compared to k, then such a graph will

contain at least
(

k+1
2

)

(n− k − 1) +
(

k+1
3

)

triangles.

Theorem 6. Let G be a connected graph with n ≥ 6(k + 1)(k + 2) vertices and for any xy ∈ E(G),
dG(x) + dG(y) ≥ n+ k. Then G contains at least

(

k+1
2

)

(n− k − 1) +
(

k+1
3

)

triangles.

To prove this theorem, we will need the following lemma:

Lemma 2. Suppose the number of vertices with degree less than n+k
2 is m and the minimal degree in the

graph is δ. Then the graph contains at least kδ
2 m triangles.

Proof: Let m denote the number of vertices with degree less than n+k
2 . First, notice that vertices with

degree less than n+k
2 cannot be connected to each other and thus they form an independent set. This also

means any edge incident to vertex with degree less than n+k
2 must be connected to a vertex with degree at

least n+k
2 . Now let us try to count the number of triangles sitting “in between” vertices with small degree

and vertices with large degree, and temporarily neglect the triangles whose three vertices are the vertices

with large degree. Here, “large degree” means vertices v such that dG(v) ≥ n+k
2 while “small degree”

means dG(v) <
n+k
2 .

Let us consider the sum
∑

e

(# triangles containing e) for all e such that one of the endpoint has “small”

degree and one of the endpoint has “large” degree. Since we know the vertices with small degree form

an independent set, a triangle can only contain three vertices of large degree or two vertices of large

degree and a vertex of small degree. Triangles containing three vertices of large degree will not have

any contribution to the sum, while triangles such that two of the vertices have large degree and one of

the vertices has small degree will contribute 2 to the sum since two of the triangle’s edges are between

vertices with small degree and vertices with large degree. Thus, we conclude the sum is essentially twice

the number of triangles sitting in between vertices of large degree and vertices of small degree, and thus

we know that t3(G) ≥ 1

2

∑

e

(# triangles containing e) where t3(G) is the number of triangles in the

graph and the sum is over all edges in between vertices of small degree and vertices of large degree. By

the adjacent vertex condition, the number of triangles containing e for an arbitrary edge e ∈ G is k. Since

the minimum degree is δ and edges from the vertices with small degree shall go to vertices with large
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degree, we know that the number of edges such that one endpoint is a vertex with small degree and one

vertex is a vertex with large degree is at least mδ.

Therefore, t3(G) ≥ mδ
2 k, as desired.

With the above lemma, we are able to show if the number of vertices is sufficiently large, G is con-

nected, and for any xy ∈ E(G), dG(x)+dG(y) ≥ n+k, then G contains at least
(

k+1
2

)

(n−k−1)+
(

k+1
3

)

triangles.

Proof of Theorem 6: The optimal graph is constructed as follows: we construct a clique of k+1 vertices

and the rest n− k − 1 vertices are connected to the vertices in the clique. In this way, the k + 1 vertices

in the clique have degree n− 1 and the other n− k − 1 vertices have degree k + 1.

The first step is to show we cannot achieve a lower number of triangles with a graph with minimum

degree δ ≥ k + 2 by a case analysis on m, the number of vertices with degree less than n+k
2 .

The first case is when many of vertices of G have degree less than n+k
2 . By the above lemma, if

m ≥ k+1
k+2n and δ ≥ k + 2, then t3(G) ≥

(

k+1
2

)

n because

t3(G) ≥ mδ

2
k ≥ 1

2

(

k + 1

k + 2
n

)

(k + 2)k =
(k + 1)k

2
n =

(

k + 1

2

)

n. (21)

The optimal graph we constructed has

(

k + 1

2

)

(n− k − 1) +

(

k + 1

3

)

=

(

k + 1

2

)

n−
[(

k + 1

2

)

(k + 1)−
(

k + 1

3

)]

(22)

triangles. However,
(

k + 1

2

)

(k + 1)−
(

k + 1

3

)

≥ 0 (23)

and thus
(

k + 1

2

)

n ≥
(

k + 1

2

)

(n− k − 1) +

(

k + 1

3

)

, (24)

because we know that
(

k+1
2

)

(k + 1) = (k+1)2k
2 while

(

k+1
3

)

= (k+1)k(k−1)
6 . Since we have k ≥ 1, we

know that (k + 1)2k and (k +1)k(k − 1) are all nonnegative and by factor-by-factor comparison we see

(k + 1)2k ≥ (k + 1)k(k − 1). (25)

Since 2 ≤ 6, we see
(k+1)k2

2 ≥ (k+1)k(k−1)
6 and thus

(

k + 1

2

)

(k + 1)−
(

k + 1

3

)

≥ 0. (26)

As a result, we know that if m ≥ k+1
k+2n and δ ≥ k + 2 then t3(G) cannot be less than the optimal graph

we have constructed.

To solve the case when m < k+1
k+2n, notice that in this case n − m is large and thus there are a lot of

large-degree vertices. We may use a rough estimate based on the number of edges in the graph, assuming

that n is large compared to k. When m < k+1
k+2n, we have n−m > 1

k+2n. Now the degree sum of G will
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be at least (n −m)n+k
2 > n(n+k)

2(k+2) . Therefore, the number of edges is greater than
n(n+k)
4(k+2) , and thus we

know the number of triangles is at least

k

3

n(n+ k)

4(k + 2)
=

k

12(k + 2)
[n(n+ k)] . (27)

In particular, suppose n ≥ 6(k + 1)(k + 2), we have

k

12(k + 2)
n2 ≥ k

12(k + 2)
[6(k + 1)(k + 2)n]

=
k(k + 1)

2
n

=

(

k + 1

2

)

n

≥
(

k + 1

2

)

(n− k − 1) +

(

k + 1

3

)

(28)

and thus
k

12(k + 2)
[n(n+ k)] ≥

(

k + 1

2

)

(n− k − 1) +

(

k + 1

3

)

. (29)

Therefore, based on the arguments above, we can show when n ≥ 6(k+1)(k+2) and when δ ≥ k+2,

t3(G) ≥
(

k + 1

2

)

n ≥
(

k + 1

2

)

(n− k − 1) +

(

k + 1

3

)

. (30)

Suppose the number of vertices with degree less than n+k
2 is m, then if m ≥ k+1

k+2n then we conclude that

the number of triangles is at least
(

k+1
2

)

n, based on the argument in the first half. If on the other hand,

m < k+1
k+2n, we still know that the number of triangles is at least

(

k+1
2

)

n, based on the argument in the

second half. Thus, the extremal graph cannot have a minimum degree δ ≥ k+2. Assuming that our graph

is connected (so we do not have vertices with degree 0), and since if a vertex is not an isolated vertex its

degree must be at least k + 1 (otherwise its neighbor will have degree at least n, which cannot happen),

we conclude the optimal graph has minimum degree k + 1.

Finally, suppose our graph G has minimum degree k + 1, and we are going to show G must contain at

least
(

k+1
2

)

(n−k− 1)+
(

k+1
3

)

triangles. Let x be a vertex with degree k+1 in G. By the adjacent vertex

condition, the k + 1 neighbors of x must have degree n− 1, and thus k + 1 neighbors of x are connected

to all other vertices in the graph. Therefore, if G has minimum degree k + 1, the optimal graph we have

constructed must be a subgraph of G. Since adding more edges will not decrease the number of triangles,

we conclude G must contain at least
(

k+1
2

)

(n− k − 1) +
(

k+1
3

)

triangles in this case.

In fact, the extremal construction above also minimizes the number of edges, assuming that there are

no isolated vertex in the graph and the number of vertices are sufficiently large:

Theorem 7. Suppose G is a connected graph with n ≥ 2k + 2 vertices, and suppose for all xy ∈ E(G),
dG(x) + dG(y) ≥ n+ k. Then G contains at least (k + 1)n−

(

k+2
2

)

edges.
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Proof: Let the vertex with minimum degree in G be u, and assume that its degree is dG(u) = δ. Since G
is connected, δ > 0. As a result, by our argument above, the adjacent vertex condition requires δ ≥ k+1.

Now it follows the δ vertices that are connected with u must have degree at least max{n + k − δ, δ},

and the rest n − δ vertices clearly have degrees at least δ. Therefore, the sum of degrees is at least

f(δ) = δmax{n+ k − δ, δ}+ (n− δ)δ.

If δ ≤ n+k
2 , we have max{n+ k − δ, δ} = n+ k − δ, and thus

f(δ) = δ(n+ k − δ) + (n− δ)δ = δ(k + 2n− 2δ). (31)

Since the coefficient for the quadratic term in f(δ) is negative, the minimum of f(δ) over interval [k +
1, n+k

2 ] can only be taken at either k + 1 or n+k
2 . Since

f(
n+ k

2
)− f(k + 1) =

1

2
(n− k − 2)(n− 2k − 2), (32)

we know assuming that n ≥ 2k + 2, f(n+k
2 ) − f(k + 1) ≥ 0 and therefore δ = k + 1 minimizes f(δ).

In this case,

fmin(δ) = (2n− k − 2)(k + 1). (33)

If δ > n+k
2 , then we have f(δ) = nδ > nn+k

2 . Since

n+ k

2
− (2n− k − 2)(k + 1) =

1

2
(n− k − 2)(n− 2k − 2) ≥ 0, (34)

when n ≥ 2k + 2, we conclude that f is minimized at δ = k + 1, and the degree sum is at least

(2n− k − 2)(k + 1). Therefore, the number of edges in G is at least

(2n− k − 2)(k + 1)

2
= (k + 1)n−

(

k + 2

2

)

. (35)

However, the extremal graph constructed above has

(

k + 1

2

)

+ (n− k − 1)(k + 1) = (k + 1)n−
(

k + 2

2

)

(36)

edges, so (k + 1)n−
(

k+2
2

)

edges can be achieved.

This result should not be too surprising: the adjacent vertex condition essentially guarantees that there

are at least k triangles containing a given edge, and so to minimize the number of triangles, we might

want to minimize the number of edges first.

4 Non-adjacent vertices condition

A even more interesting question is the minimum number of edges or triangles in a graph such that two

non-adjacent vertices have large degree sum. One classical result with this type of degree sum condition

is the Ore’s theorem, which states that if a graph G satisfies dG(x) + dG(y) ≥ n for all xy /∈ E(G),
x 6= y, then the graph G is Hamiltonian. Also, conditions of the form dG(x) + dG(y) ≥ k for all

xy /∈ E(G), x 6= y mean the complement of the graph does not contain big double stars.
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The particular non-adjacent vertex condition we will study is the condition that dG(x)+dG(y) ≥ n+1
for all xy /∈ E(g), x 6= y. As we are going to show next, the minimum number of triangles in the graph

will depend on the parity of the number of vertices. To prove the lower bound on the number of triangles

for a graph satisfying the non-adjacent vertex condition, we will first establish tight lower bounds on the

number of edges.

4.1 Number of Edges

We have the following result on the minimum number of edges a graph satisfying the non-adjacent vertex

condition must contain:

Theorem 8. For a graph G of order n ≥ 3 that satisfies the condition dG(x) + dG(y) ≥ n + 1 for all

xy /∈ E(G), x 6= y, the minimum number of edges in G are:

|E(G)| ≥















4k2 − k n = 4k − 1,
4k2 + k + 1 n = 4k,
4k2 + 3k + 1 n = 4k + 1,
4k2 + 5k + 2 n = 4k + 2.

(37)

In other words,

|E(G)| ≥ n2

4
+

n

4
+







0 (n ≡ 3 mod 4),
1
2 (n ≡ 1, 2 mod 4),
1 (n ≡ 0 mod 4).

(38)

Thus, we know that the minimum number of edges in a graph satisfying our condition must contain
n2

4 + n
4 + c edges where the constant 0 ≤ c ≤ 1.

Proof: Let G be a graph of order at least 3 that satisfies the condition dG(x) + dG(y) ≥ n + 1 for all

xy /∈ E(G) such that x 6= y. Consider a vertex v of minimal degree j in G. The n− j − 1 vertices in G
that are not v or neighbors of v must have degree at least n+ 1− j. Thus,

|E(G)| ≥ j(j + 1) + (n− 1− j)(n+ 1− j)

2

=
2j2 − (2n− 1)j + n2 − 1

2
.

(39)

When j = 2n−1
4 ,

2j2−(2n−1)j+n2−1
2 attains its minimum. Thus,

|E(G)| ≥ 1

16
(4n2 + 4n− 9). (40)

This is a universal lower bound for the minimum number of edges in G. The general strategy for con-

structing graphs satisfying the non-adjacent vertex condition and having minimum number of edges is to

construct graphs that are close to regular graphs (i.e. the degrees of the vertices are similar).

When the number of vertices is odd, say n = 2k + 1 for some k, then we see a (k + 1)-regular

graph will satisfy the non-adjacent vertex condition as for two arbitrary vertices in the graph we have

dG(x) + dG(y) = 2k + 2 = n+ 1. We distinguish four cases on the remainder of n modulo 4.
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Case 1: n = 4k − 1 for some k ∈ N.

Any 2k-regular graph will satisfy the non-adjacent vertex condition. The graph contains

1

2
(2k)(4k − 1) = 4k2 − k =

n2 + n

4
(41)

edges, and it is optimal since we have shown that |E(G)| ≥ 4k2−k− 9
16 and as |E(G)| is an integer

we must also have |E(G)| ≥ 4k2− k. The 2k-regular graph we are going to construct contains few

triangles. We begin with the complete bipartite graph K2k,(2k−1). Inside the part with 2k vertices,

we add a perfect matching. In the resulting graph, each vertex will have degree 2k = n+1
2 .

Figure 1: This is an example of the minimal graph when n = 4× 2− 1 = 7

Case 2: n = 4k + 1 for some k ∈ N.

In this case, we cannot construct a (2k + 1)-regular graph since both n and 2k + 1 are odd, but

it is possible to construct a graph where all except one vertex have degree 2k + 1 and one vertex

has 2k + 2. The resulting graph contains 4k2 + 3k + 1 edges. For two distinct vertices x, y of

the graph, we have dG(x) + dG(y) = n + 1 or n + 2. Our construction begins with the complete

bipartite graph K2k,(2k+1) and inside the part with 2k + 1 vertices, we add a semi-matching: we

add a perfect matching among first 2k vertices and the last vertex will be connected to one of the

first 2k vertices. Vertices in the part with 2k vertices will have degree 2k + 1, while the vertices in

the part with 2k + 1 vertices will have degree 2k + 1 or 2k + 2.

Figure 2: This is an example of the minimal graph when n = 4× 2 + 1 = 9

To see 4k2 + 3k + 1 edges is optimal, notice that by Equation 40,

|E(G)| ≥ 1

16
(4n2 + 4n− 9) = 4k2 + 3k − 1

16
(42)

automatically gives us |E(G)| ≥ 4k2 +3k since |E(G)| is an integer. To see that we cannot obtain

|E(G)| = 4k2 + 3k, if the minimum degree is not equal to 2k, then

|E(G)| ≥ 4k2 + 3k +
1

2
. (43)

Even if the minimum degree is equal to 2k, to achieve |E(G)| = 4k2 + 3k, we must make sure the

2k+1 vertices that are either the vertex with minimum degree itself or a neighbor to the vertex with
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minimum degree have degree 2k and the rest 2k vertices have degree 2k+2 based on the analysis at

the beginning. This is impossible: the non-adjacent vertex condition requires all vertices of degree

2k to be connected to each other, and thus the 2k + 1 vertices of degree 2k must form a clique and

no other edges may be connected to those 2k+1 vertices. However, since the rest 2k vertices must

have degree 2k+2, we need an edge that goes from a vertex of degree 2k+ 2 to a vertex of degree

2k, which is impossible.

The construction is different for graphs with even number of vertices. If the number of vertices in the

graph is n = 2k, then a k-regular graph will violate the non-adjacent vertex condition, while a (k + 1)-
regular graph will contain too many edges. Vertices with degree at most k must be connected to each

other, so in the construction below we are going to start with a disjoint union of two cliques.

Case 3: n = 4k + 2 for some k ∈ N.

In this case, we can use the following construction: We begin with a disjoint union of cliques

K2k and K2k+2. Then, we are going to add and remove some edges so that eventually vertices

originally in the clique K2k will have degree 2k+1 and vertices originally in the clique K2k+2 will

have degree 2k + 2. The total number of edges is 4k2 + 5k + 2, and vertices with degree 2k + 1
are connected to each other.

Let us label the vertices in K2k u1, . . . , u2k and the vertices inside K2k+2 v1, . . . , v2k+2. We first

add some edges going between the two cliques so that vertices u1, . . . , u2k will have degree 2k+1
in the end. For each ui (1 ≤ i ≤ 2k − 2), we connect ui to vj and vj+1. For the last two

vertices u2k−1 and u2k we connect ui(i = 2k − 1, 2k) with vi and vi+2. We see now vertices

v1, v2k, v2k+1, v2k+2 have degree 2k + 2 while vertices v2, . . . , v2k−1 will have degree 2k + 3, so

we are going to remove a perfect matching and reduce the degrees of v2, . . . , v2k−1 by 1: we can

simply remove the matching v2v3, v4v5, . . . , v2k−2v2k−1.

To see that we cannot do better than 4k2 + 5k + 2 edges, notice that Equation 40 implies

|E(G)| ≥ 4k2 + 5k +
15

16
. (44)

Since |E(G)| is always an integer,

|E(G)| ≥ 4k2 + 5k + 1. (45)

However, if the minimum degree is not equal to 2k + 1, |E(G)| > 4k2 + 5k + 1 by the analysis

at the beginning. If the minimum degree is 2k + 1, let the vertex with minimal degree be v, then

we see we may only achieve equality when the 2k vertices that are neither v itself or adjacent to v
have degree 2k + 2 and the rest 2k + 2 vertices have degree 2k + 1. This is not possible because

the 2k + 2 vertices with degree 2k + 1 must form a clique and there cannot be additional edges

connected to those 2k+2 vertices, while to make sure the rest 2k vertices have degree 2k+2 there

must exist some edges between vertices with degree 2k + 1 and 2k + 2.

Case 4: n = 4k for some k ∈ N.

In this case, we may construct a graph with 4k2 + k + 1 edges. We are going to construct a graph

with 2k − 2 vertices having degree 2k and 2k + 2 vertices having degree 2k + 1, with the extra
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v1 v2 v3 v4 v5 v6

u1 u2 u3 u4

Figure 3: A minimal graph when n = 4× 2 + 2 = 10 (the cliques are omitted)

restriction that vertices with degree 2k are connected to each other. Thus, we can begin with a

disjoint union of cliques G1 = K2k−2 and G2 = K2k+2. We will label the vertices in G1 = K2k−2

u0, u1, . . . , u2k−3 and vertices in G2 = K2k+2 v0, v1, . . . , v2k+1. We need to make sure for each

each ui, there are three additional edges adjacent to ui while degrees of vi stay the same. Thus, we

will add some edges between vertices of G1 and G2 while remove certain edges belonging to G2.

Since the edges belong to G1 are not deleted in this process, we know the 2k− 2 vertices originally

belong to G1 will be connected to each other, and thus the final graph will satisfy the non-adjacent

vertex condition.

If k ≥ 3, we can proceed as follows, similar to our approach when n = 4j + 2 for some j. First, to

add edges adjacent to ui where i = 0, . . . , 2k − 3, we will connect ui with v(i+j) mod (2k−2) for

j = 0, 1, 2. Notice that when k ≥ 3 (so 2k − 2 ≥ 4), i, i+ 1, i+ 2 are distinct modulo 2k − 2,and

thus we will not introduce parallel edges. Now we know the degrees of v0, . . . , v2k−3 have been

increased by 3, and thus we are going to remove a 3-regular subgraph with vertices v0, . . . , v2k−3.

Such a 3-regular graph must exist since 2k − 2 ≥ 4 and 2k − 2 is even.

v0 v1 v2 v3 v4 v5 v6 v7

u0 u1 u2 u3

Figure 4: A minimal graph when n = 4× 3 = 12 (the cliques are omitted)

For edge cases, when k = 1 we may simply take the complete graph K4, which contains 6 =
4 · 12 + 1+ 1 edges. When k = 2, we may begin with the disjoint union of K2 and K6, then add 6

edges uivi+j(i = 0, 1; j = 0, 1, 2). Finally, we remove a path v0v1v2v3. Now ui have degree 4 and

all vj have degree 5. Since vertices with degree 4 are connected to each other, our graph satisfies

the non-adjacent vertex condition, and the total number of edges will be
(

2
2

)

+
(

6
2

)

+ 6− 3 = 19.

We need to argue that 4k2 + k + 1 is the best we can do. The universal lower bound (Equation 40)

gives us

|E(G)| ≥ 4k2 + k − 9

16
, (46)

and since |E(G)| is an integer we have

|E(G)| ≥ 4k2 + k. (47)
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We are going to show |E(G)| = 4k2+ k cannot happen. First, if the minimum degree is not 2k− 1
or 2k, we must have |E(G)| > 4k2 + k. If the minimum degree is 2k − 1, the only way to achieve

|E(G)| = 4k2 + k is we have 2k vertices of degree 2k+ 2 and 2k vertices of degree 2k− 1. Since

vertices of degree 2k − 1 need to be connected to each other, we see this scenario is impossible.

If the minimum degree is 2k, then there can be at most 2k+1 vertices with degree 2k since vertices

of degree 2k must be connected to each other. If there are at most 2k − 1 vertices with degree 2k,

then we know |E(G)| > 4k2+k. If there are 2k vertices of degree 2k, then we know the 2k vertices

of degree 2k are connected to each other while there are 2k vertices of degree at least 2k + 1. For

the 2k vertices of degree at least 2k + 1, each of them must be connected to at least 2 vertices of

degree 2k. For the 2k vertices of degree 2k, as they are connected to each other, each vertex can

only be connected to one vertex of degree at least 2k + 1. Thus, having 2k vertices of degree 2k
is impossible. Similarly, we cannot have 2k + 1 vertices of degree 2k since those vertices must be

connected to each other and cannot be connected to any other vertex.

4.2 Number of Triangles

In fact, for the non-adjacent vertex condition, we can still show when the number of vertices is odd, the

graph minimizing the number of edges can also minimize the number of triangles.

Theorem 9. Suppose G is a graph with n vertices, and G satisfies for any pair of distinct vertices x 6= y,

xy /∈ E(G), dG(x) + dG(y) ≥ n+ 1.

1. If n = 4k − 1 where k ∈ N, G contains at least k(2k − 1) = n2−1
8 triangles.

2. If n = 4k + 1 where k ∈ N, G contains at least 2k(k + 1) = n2+2n−3
8 triangles.

To prove this, we need the following fact:

Fact 1 (Lovász and Simonovits (1983)). Any graph with n vertices and ⌊n2/4⌋ + k edges contains at

least k⌊n/2⌋ triangles assuming that k < n/2.

Proof of Theorem 9: As we have shown before, when G contains n = 4k − 1 vertices, G must contain

at least 4k2 − k = ⌊ (4k−1)2

4 ⌋+ k edges. Thus we know G must contain at least

k⌊4k − 1

2
⌋ = k(2k − 1) =

n2 − 1

8
(48)

triangles, and the construction that achieves 4k2 − k edges above has k(2k − 1) triangles.

Similarly, if G contains n = 4k+1 vertices, G must contain at least 4k2+3k+1 = ⌊ (4k+1)2

4 ⌋+k+1
edges. Thus, G must contain at least

(k + 1)⌊4k + 1

2
⌋ = 2k(k + 1) (49)

triangles, and the construction we have above that achieves 4k2+3k+1 edges has 2k(k+1) triangles.

On the other hand, we want to show that if G contains even number of vertices, the least number of

triangles G contains is closer to n2

4 :
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Theorem 10. Suppose G is a graph with n = 2k vertices satisfying the non-adjacent vertex condition.

Let tmin
3 (n) denote the minimum possible number of triangles in G. Then

lim
n→∞

tmin
3 (n)

n2
=

1

4
. (50)

Proof: First, we are going to show that lim
n→∞

tmin
3 (n)

n2
≤ 1

4
by giving explicit constructions that have at

most n2

4 triangles. The constructed graphs are (k + 1)-regular graphs.

If n is divisible by 4, or in other words, n = 4l for some l, then we may begin with the complete

bipartite graph K2l,2l and add a matching inside each of the two parts with size 2l. In the resulting graph,

each vertex has degree 2l+ 1 = k + 1, and the number of triangles is simply

(2l) · (2l) = 4l2 =
n2

4
. (51)

If n is divisible by 2 but not 4, or in other words, n = 4l + 2 for some l, we may begin with the

complete bipartite graph K2l,2l+2 and add a cycle inside the part with 2l + 2 vertices. Again, all vertices

have degree 2l + 2 = k + 1, and the number of triangles is simply

2l(2l+ 2) =
n2

4
− 1. (52)

Next, we are going to show that lim
n→∞

tmin
3 (n)

n2
≥ 1

4
by estimating the lower bound of triangles satis-

fying the non-adjacent vertex condition. First, we show to minimize the number of triangles, G cannot

contain a significant number of vertices with degree at most k. By the adjacent vertex condition, vertices

with degree at most k must form a clique. Thus, if G contains m vertices with degree at most k,

t3(G) ≥
(

m

3

)

≥ (m− 2)3

6
. (53)

As a result, if
(m−2)3

6 > n2

4 , or in other words, m > (32 )
1/3n2/3 + 2, we must have t3(G) > n2

4 .

On the other hand, if m ≤ (32 )
1/3n2/3+2, we may show there will be a lot of triangles. First, if m = 0,

then we know the number of edges will be at least 1
2 (k + 1)n = n2

4 + n
2 . Therefore, we know the graph

contains at least n
2 · (n2 − 1) = n2

4 − n
2 triangles.

If m 6= 0, we may assume that the minimum degree in the graph is d ≤ k. If v is a vertex of minimum

degree, then the n− d− 1 vertices that are neither v itself nor its neighbors have degree at least n+1− d.

Furthermore, we know that the n− (n− d− 1)−m = d+ 1−m vertices left have degree at least k+1
by assumption, so we know the sum of degree is at least

md+ (n− d− 1)(n+ 1− d) + (d+ 1−m)
(n

2
+ 1

)

= d2 +

(

1 +m− 3

2
n

)

d+

(

n2 +
1

2
n−m− 1

2
mn

)

.
(54)
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If we disregard the condition that d ≤ k, then when we view it as a function in d, we know it is minimized

at d = 3n−2m−2
4 . However, since m ≤ (32 )

1/3n2/3 + 2, we know that 3n−2m−2
4 > n

2 if n is sufficient

large (n ≥ 27), and therefore we know that Equation 54 is minimized at d = k = n
2 . Therefore, we know

that the number of edges the graph contains is at least n2+2n
2 − m. As m ≤ (32 )

1/3n2/3 + 2, we know

that
n2 + 2n

2
−m ≥ 1

2
n2 + n− (

3

2
)1/3n2/3 − 2. (55)

Therefore, the graph must contain at least

n2

4
+

n

2
− (

3

16
)1/3n2/3 − 1 (56)

edges. Again, by Lovász-Simonovits, we conclude

tmin
3 (n) ≥ n

2
(
n

2
− (

3

16
)1/3n2/3 − 1). (57)

Clearly,

lim
n→∞

n/2(n/2− ( 3
16 )

1/3n2/3 − 1)

n2
=

1

4
, (58)

and we may now conclude that

lim
n→∞

tmin
3 (n)

n2
=

1

4
. (59)
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