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#### Abstract

In their 2009 paper, Corneil et al. design a linear time interval graph recognition algorithm based on six sweeps of Lexicographic Breadth-First Search (LBFS) and prove its correctness. They believe that their corresponding 5-sweep LBFS interval graph recognition algorithm is also correct. Thanks to the LBFS structure theory established mainly by Corneil et al., we are able to present a 4 -sweep LBFS algorithm which determines whether or not the input graph is a unit interval graph or an interval graph. Like the algorithm of Corneil et al., our algorithm does not involve any complicated data structure and can be executed in linear time.
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## 1 Introduction

In this paper, all graphs are assumed to be finite, simple, undirected and loopless. For any graph $G$, a map $\mathcal{I}$ that assigns to each vertex $x \in V(G)$ a nonempty closed interval $\mathcal{I}(x)=\left[\ell_{\mathcal{I}}(x), r_{\mathcal{I}}(x)\right]$ is called an interval representation of $G$ provided $x y \in E(G)$ if and only if $x \neq y$ and $\mathcal{I}(x) \cap \mathcal{I}(y) \neq \emptyset$ for all $x, y \in V(G)$. If $r_{\mathcal{I}}-\ell_{\mathcal{I}}$ takes a constant value, we refer to the interval representation $\mathcal{I}$ as a unit interval representation. A graph is an interval graph if and only if it has an interval representation and a graph is a unit interval graph if and only if it has a unit interval representation. Interval graphs arise so naturally and frequently in modeling real-life situations that they must be studied from the application viewpoint. On the other hand, the study of interval graphs has displayed intrinsic beauty and interest which attract much attention of mathematicians simply due to its elegance [18, 20, 41, 49].

For any two integers $i$ and $j$ we write $[i, j]$ for the set of integers $k$ such that $i \leq k \leq j$. For a map $\sigma$ defined on $[i, j], \sigma[i, j]$ stands for $\{\sigma(k): k \in[i, j]\}$. For any integer $j$ we will often write $[j]$ for $[1, j]$ and hence $\sigma[j]$ for $\sigma[1, j]$.

[^0]Let $G$ be a graph and let $x \in V(G)$. The open neighborhood of $x$ in $G$, denoted by $N_{G}(x)$, is the set of vertices adjacent to $x$ in $G$. The closed neighborhood of $x$ in $G$, denoted by $N_{G}[x]$, is $N_{G}(x) \cup\{x\}$. If $x_{0}, \ldots, x_{\ell}$ is a sequence of distinct vertices such that $x_{i-1} x_{i} \in E(G)$ for every $i \in[\ell]$, we call it an $x_{0}, x_{\ell}$-path of length $\ell$. An asteroidal triple (or $A T$ for short) of a graph is a set of three vertices such that every pair of vertices are joined by a path outside of the closed neighborhood of the third. A graph is AT-free if it contains no asteroidal triple. A graph is chordal if it contains no induced cycle of length greater than 3.
Theorem 1.1 [34] A graph is an interval graph if and only if it is chordal and AT-free.
Let $G$ be a graph and let $a, b, c, d$ be four vertices in $G$. We say that $\{a, b, c, d\}$ is a claw centered at $a$ in $G$ provided $b, c$ and $d$ are three independent vertices from $N_{G}(a)$.
Theorem 1.2 [45] An interval graph is a unit interval graph if and only if it is claw-free.
Let $S$ be a set of size $n$. An ordering of $S$ is a bijective map from $[n]$ to $S$. Let $G$ be a graph on $n$ vertices and $\sigma$ an ordering of $V(G)$. We call $\sigma$ an I-ordering of $G$ if for all $i, k \in[n]$ such that $\sigma(i) \sigma(k) \in E(G)$ it holds $\sigma(i) \sigma(j) \in E(G)$ for every $j \in[i+1, k-1]$. We say that $\sigma$ is a UI-ordering of $G$ provided $\{\sigma(i) \sigma(j), \sigma(j) \sigma(k)\} \subseteq E(G)$ for all $i, j, k$ satisfying $j \in[i+1, k-1]$ and $\sigma(i) \sigma(k) \in E(G)$.
Theorem 1.3 [43] 44] A graph is an interval graph if and only if it has an I-ordering.
Theorem 1.4 [37] A graph is a unit interval graph if and only if it has a UI-ordering.
Theorems 1.1 and 1.2 provide negative certificates for interval graphs and unit interval graphs respectively while Theorems 1.3 and 1.4 suggest positive certificates for them. Based on these and other characterizations, many linear time recognition algorithms of interval graphs and unit interval graphs have been developed [1, 2, 4, 6, 11, 13, 14, 15, 17, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 32, 33, 35, 38, 40, 42]. However, among all of these many linear time algorithms, it is argued that those based on the so-called Lexicographic Breadth-First Search involve relatively simple data structure and are hence easier to implement [5, 11, 13, 48].

Lexicographic Breadth-First Search, often abbreviated as LBFS, is a linear time algorithm for ordering the vertex set of a given graph and is developed by Rose, Tarjan and Lueker in 1976 [5, 13, 46]. By introducing some tie-breaking rules, one can restrict the range of the output orderings of the generic LBFS and get better orderings of the vertex set for the purpose of a specific algorithm. Some special tie-breaking rules have been suggested due to various algorithm design considerations and so we can find from literature several variants of the generic LBFS. A widely used one is the LBFS+ algorithm discovered by Ma [39] and Simon [47] independently, which breaks tie according to a given vertex ordering of the input graph. In an unpublished manuscript, Corneil and Köhler [7] show that $O(n)$ sweeps of LBFS+ will produce an I-ordering as a positive certificate for a given interval graph on $n$ vertices and $o(n)$ sweeps will not suffice. Corneil et al. [11] suggest a variant of LBFS called LBFS*. To break tie, it makes use of the information from the previous two vertex orderings. In [11, 13], Corneil et al. establish a huge theory of the LBFS properties of interval graphs, based on which they employ six passes of LBFS, which consists of one generic LBFS, then four sweeps of LBFS+ and finally a sweep of LBFS*, to get a simple recognition algorithm for general interval graphs. They [11] once think that the four middle sweeps of LBFS+ can be replaced by only two such sweeps, which turns out to be false. However, they [13] still believe that one can substitute three sweeps of LBF S+ for the four middle sweeps and mention that maybe an even more complicated argument will be needed to prove the correctness of the new algorithm. For any
unit interval graph, Corneil [4] finds that three sweeps of LBFS+ are enough to construct a UI-ordering of it. We recently develop this work of Corneil in [35] by inventing a new variant of LBFS and a byproduct of this effort is a linear time 2-sweep LBFS certifying algorithm for recognizing unit interval graphs [35, §2].

Motivated by the above line of work, this paper will further study the LBFS properties of interval graphs and propose a linear time 4 -sweep LBFS algorithm for recognizing interval graphs. Note that each sweep in our algorithm only makes use of the information of the previous sweep, unlike the LBFS* sweep used by Corneil et al. Based on our earlier work on recognizing unit interval graphs [35], we will show that applying our interval graph recognition algorithm on a unit interval graph will result in a UI ordering and hence our algorithm is simultaneously a unit interval graph recognition algorithm. By contrast, it is not clear whether or not the 6 -sweep LBFS algorithm of Corneil et al. [13] can recognize unit interval graphs. We remark that our paper also suggests a 3-sweep LBFS algorithm for recognizing interval graphs, though we do not see any linear time implementation of it.

Till now, seems that the only known linear time certifying recognition algorithm for interval graphs is reported by Kratsch et al. [33]. This algorithm makes use of the recognition algorithm of Korte and Möhring [32], which in turn applies the data structure called MPQ tree. We mention that, after adding an additional certifying step, our 4-sweep LBFS interval graph recognition algorithm can be further developed into a certifying algorithm without any usage of a data structure like MPQ tree and we will present this certifying algorithm as well as a proof of its correctness in another paper [36]. Indeed, some results in this paper will be reproved in [36] with longer constructive arguments as we need to show how to catch the negative certificates efficiently.

The remainder of the paper is organized as follows. Section 2 is a brief introduction of some basic LBFS algorithms with different rules of breaking ties. In Section 3, we present our 4-sweep LBFS interval graph recognition algorithm. Section 4 is the main part of this paper in which we collect various theoretical and algorithmic results concerning LBFS and interval representations and can thus demonstrate there the correctness of our algorithm. Note that some lemmas in Section 4 are formulated in a general form so that we can directly use them in the forthcoming paper [36] on analyzing the corresponding certifying algorithm. Finally, we present a linear time implementation of our algorithm in Section 5 .

## 2 LBFS orderings

For two different sets $S$ and $T$ of positive integers, we say that $S$ is lexicographically smaller than $T$ if the minimum element from the symmetric difference of $S$ and $T$ comes from $T$. We warn the readers that many authors use "lexicographically bigger" for what we call here "lexicographically smaller".

Let $\sigma$ be an ordering of $S$ and let $T$ be a subset of $S$ of size $k$. The ordering of $T$ induced by $\sigma$ is a map $\sigma^{T}$ from $[k]$ to $T$ such that $\sigma^{T}(i)=\sigma\left(s_{i}\right)$ for $i \in[k]$, where $s_{1}<\cdots<s_{k}$ and $T=\left\{\sigma\left(s_{1}\right), \ldots, \sigma\left(s_{k}\right)\right\}$.

Let $G$ be a graph on $n$ vertices and let $\sigma$ be an ordering of $V(G)$. We say that $\sigma(i)$ appears earlier than $\sigma(j)$ if $1 \leq i<j \leq n$ and we call $\sigma(n)$ the last vertex in the ordering $\sigma$. For any two different subsets $S$ and $T$ of $V(G)$, we write $S<_{\sigma} T$ when $\{i: \sigma(i) \in S\}$ is lexicographically smaller than $\{i: \sigma(i) \in T\}$. We adopt the notation $S \leq_{\sigma} T$ when $S=T$ or $S<_{\sigma} T$. Take $k \in[n]$ and $w \in V(G)$. We use $L_{G, \sigma}^{k}(w)$ to denote the set $N_{G}[w] \cap \sigma[k]$ and we regard $L_{G, \sigma}^{0}(w)$ as the empty set. For any $x, y \in \sigma[k, n]$, we write $x<_{\sigma, k-1} y$ provided $L_{G, \sigma}^{k-1}(x)<_{\sigma} L_{G, \sigma}^{k-1}(y)$. The LBFS $\sigma$-slice in $G$ at time $k$, which is denoted by $S_{\sigma, G}(k)$, or simply $S_{\sigma}(k)$ if the graph $G$ is clear from context, is the set of maximal elements for the partial order $<_{\sigma, k-1}$. Note that the slice $S_{\sigma}(k)$ is already determined by the ordering $\sigma^{[k-1]}$ and
the structure of the graph $G$ and so sometimes we will use the same notation $S_{\sigma}(k)$ when we know the definition of $\sigma$ on $[k-1]$ and do not care about whether or not $\sigma$ is defined on $[k, n]$. For brevity, we often refer to an LBFS slice simply as a slice. A slice is nontrivial if it contains at least two elements.

For the purpose of this paper, we first give a description of the generic LBFS which starts from a distinguished vertex but then allows arbitrary tie-breaking later on.

```
Procedure LBFS \((G, u)\);
\(\{\) Input: a graph \(G\) and a vertex \(u \in V(G)\);
Output: an ordering \(\tau\) of \(V(G)\}\)
begin
    \(\operatorname{label}(u) \leftarrow\{1\} ;\)
    for each vertex \(v\) in \(V(G) \backslash\{u\}\) do
        label \((v) \leftarrow \emptyset\);
        for \(i \leftarrow 1\) to \(|V(G)|\) do begin
            pick an unvisited vertex \(v\) with lexicographically the largest label; (\&)
            \(\tau(i) \leftarrow v ;\)
            for each unvisited vertex \(w\) in \(N_{G}(v)\) do
                \(\operatorname{label}(w)=\operatorname{label}(w) \cup\{i\} ;\)
            end
        end; \{LBFS\}
```

Let $G$ be a graph and take $u \in V(G)$. An LBFS ordering of $G$ beginning at $u \in V(G)$ is any output of the algorithm $\operatorname{LBFS}(G, u)$. In general, an LBFS ordering of $G$ is any LBFS ordering of $G$ beginning at some vertex of $G$. It is easy to see that an ordering $\sigma$ of an $n$-vertex graph is an LBFS ordering if and only if $\sigma(k) \in S_{\sigma}(k)$ for every $k \in[n]$. Note that the LBFS orderings are characterized by the so-called property (P1) [16, 31].
For any graph $G$ and any $x, y \in V(G)$, we write $d_{G}(x, y)$ for the length of a shortest path from $x$ to $y$ in $G$.

Remark 2.1 Let $G$ be a graph on $n$ vertices and let $\rho$ be any breadth-first search (BFS) ordering, say an LBES ordering, of $G$. Then $d_{G}(\rho(i), \rho(1))$ is nondecreasing for $i \in[n]$.

By introducing some tie-breaking rule, Ma [39] and Simon [47] independently propose the following very useful LBF + algorithm.

```
Procedure LBFS+(G,\tau);
{ Input: a graph G and an ordering \tau of V(G);
Output: an ordering }\sigma\mathrm{ of }V(G)
We run LBFS(G,\tau(|V(G)|)). In the LBFS procedure at step (&), let S be
the set of vertices with the lexicographically largest label. Now v is chosen
to be the vertex in S that appears last in \tau.
```

Due to the many possible ways of breaking ties, namely choosing a vertex from a slice, the ordering returned by LBFS may not be unique. In contrast, the LBFS $+(G, \tau)$ algorithm will produce a unique
vertex ordering, with $\tau(|V(G)|)$ being the first vertex.
Let $G$ be a graph and let $S \subseteq V(G)$. Throughout the paper, $G[S]$ denotes the subgraph of $G$ induced by $S$ and $G-S$ refers to the subgraph $G[V(G) \backslash S]$. We write $N_{G}(S)$ for $\left(\cup_{v \in S} N_{G}(v)\right) \backslash S$ and write $N_{G}[S]$ for $N_{G}(S) \cup S$. The set $S$ is a module of $G$ if $N_{G}(x) \backslash S=N_{G}(y) \backslash S$ for all $x, y \in S$. We say that $u$ is a good vertex of $G$ provided it is the last vertex in some LBFS ordering of $G$ [8]. Let $\rho$ be an LBFS ordering of $G$ and let $S_{\rho}(k)$ be any slice of $\rho$. For any $u \in S_{\rho}(k)$, we say that $u$ flies with respect to $S_{\rho}(k)$ in $\rho$ provided $N_{G}(u) \backslash\left(\rho[k-1] \cup S_{\rho}(k)\right) \neq \emptyset$. In the following, we describe a new LBFS algorithm, which we call LBFS ${ }^{\square}$.

Procedure LBFS ${ }^{\square}(G)$;
\{ Input: a graph $G$;
Output: an ordering $\rho$ of $V(G)\}$
Find a good vertex $u$ of $G$ and run $\operatorname{LBFS}(G, u)$. In the LBFS procedure at step ( $\boldsymbol{\&})$, let $S$ be the set of vertices with the lexicographically largest label. Now $v$ is chosen to be any vertex of $S$ if $G[S]$ is a clique, $v$ is chosen to be any good vertex of $G[S]$ if $G[S]$ is a module of $G$, else $v$ is chosen to be any vertex of $S$ which flies with respect to $S$ in $\rho$.

Roughly speaking, the idea of LBFS ${ }^{\square}$ is to orient a slice in the "right direction". Theorem 4.31 says that applying an LBFS ${ }^{\square}$ sweep on an interval graph $G$, followed by an LBFS+, will produce an I-ordering. Since a good vertex of any graph $G$ can be found by an LBFS, Theorem 1.3 says that this gives a 3sweep LBFS recognition algorithm for interval graphs. Unfortunately, we do not see any direct linear time implementation of LBFS ${ }^{\square}$.

To present our linear time LBFS recognition algorithm for interval graphs, we need to introduce a new variant of LBFS. Let $G$ be a graph and $\sigma$ an ordering of $V(G)$. For any $u \in V(G)$, we denote the number $\max \left\{j: \sigma(j) \in N_{G}[u]\right\}$ by $f_{\sigma}(u)$. It is obvious that $f_{\sigma}(u) \geq \sigma^{-1}(u)$.

```
Procedure \(\operatorname{LBFS}^{\star}(G, \sigma)\);
\{ Input: a graph \(G\) and an ordering \(\sigma\) of \(V(G)\);
Output: an ordering \(\rho\) of \(V(G)\}\)
begin
    for each \(u \in V(G)\) do \(\operatorname{label}(u) \leftarrow \emptyset\).
    for \(i \leftarrow 1\) to \(|V(G)|\) do begin
        if \(i=1, \rho(i) \leftarrow \sigma(|V(G)|)\);
        if \(i>1\), let \(S\) denote the set of vertices with the lexicographically largest label;
        let \(\alpha=\min \{j: \sigma(j) \in S\}\) and \(\beta=\max \{j: \sigma(j) \in S\}\).
        let \(w\) be any vertex of \(S\) such that \(f_{\sigma}(w)=\max \left\{f_{\sigma}(x): x \in S\right\}\).
                        \(\rho(i) \leftarrow \sigma(\alpha)\) when \(L_{G, \sigma}^{\alpha-1}(\sigma(\alpha)) \backslash \rho[i-1] \neq \emptyset ;\)
                    else \(\rho(i) \leftarrow w\) when \(f_{\sigma}(w)>\beta\) and \(\rho(i) \leftarrow \sigma(\beta)\) when \(f_{\sigma}(w) \leq \beta\);
            for each unvisited vertex \(u\) in \(N_{G}(\rho(i))\) do
            \(\operatorname{label}(u)=\operatorname{label}(u) \cup\{i\} ;\)
        end; \(\left\{\operatorname{LBFS}{ }^{\star}\right\}\)
```

For any interval graph $G$, it worths mentioning that, if $\delta$ is an LBFS ordering of $G, \sigma$ is an output of LBFS $+(G, \delta)$ and $\rho$ an output of $\operatorname{LBF} S^{\star}(G)$, then $\rho$ can be produced by LBFS ${ }^{\square}(G)$, as shown in

Lemma 4.17 Though LBFS ${ }^{\star}$ looks more complicated than LBFS ${ }^{\square}$, it can be implemented in linear time, as demonstrated in Section 5 .

## 3 The algorithm

We are now in a position to spell out the details of our new algorithm for recognizing interval graphs. Once known Lemma 4.17 and Theorem 4.31 the following algorithm comes to our mind naturally.

| Four-Sweep LBF S Recognition Algorithm $(G)$ : |
| :--- |
| $\{$ Input: a graph $G$ with $n$ vertices; |
| Output: " $G$ is a unit interval graph" and a UI-ordering of $G$ if $G$ is a unit interval |
| graph; " $G$ is an interval graph" and an I-ordering of $G$ if $G$ is an interval graph |
| but not a unit interval graph; else, " $G$ is not an interval graph". $\}$ |
| Step 1: Do an arbitrary LBFS on $G$ to obtain an ordering $\delta ;$ |
| Step 2: Do LBFS $+(G, \delta)$ yielding sweep $\sigma$. Calculate $L_{G, \sigma}^{i-1}(\sigma(i))$ and |
| $f_{\sigma}(\sigma(i))$ for every $i \in[n]$; |
| Step 3: Do LBFS $(G, \sigma)$ yielding sweep $\rho$; |
| Step 4: Do LBFS+ $(G, \rho)$ yielding sweep $\tau ;$ |
| Step 5: If $\tau$ is a UI-ordering of $G$, return " $G$ is a unit interval graph" and a |
| UI-ordering $\tau$ of $G$; |
| Step 6: If $\tau$ is not a UI ordering but an I-ordering of $G$, return |
| " $G$ is an interval graph" and an I-ordering $\tau$ of $G$; else, return " $G$ is not |
| an interval graph". |



Fig. 1: The interval representation given by Tze-Heng Ma [39].
The main results of this paper, Theorems 4.30 and 4.32, state that the Four-Sweep LBFS Recognition Algorithm recognizes unit interval graphs and interval graphs correctly.

Example 3.1 Here are four orderings obtained by the Four-Sweep LBFS Recognition Algorithm for the intersection graph of the seventeen intervals given in Fig. 7] in which we use brackets to indicate those nontrivial slices:

ס: [0 1 [14 [4 13] [5 8] [7 9 [10 11] 12] 6315 2] 16];
$\sigma:[1615$ [4 1] [3 5 [6 7 [9 8] [11 10] 12 13] 14] 2 0];
$\rho:[01$ [15 4 [3 5 [13 $8[79$ [11 10] 12] 6] 14] 2] 16];
$\tau:[1615$ [4 1] [14 13 [8 5] [12 11 [10 9] 7] 6 3] 20 0.


Fig. 2: The graph given by Corneil et al. [13, Figure 7].

Example 3.2 We consider the interval graph $G$ depicted in Fig. 2. Below are four orderings obtained by the Four-Sweep LBF S Recognition Algorithm on $G$ :

ס: [20 [8 [2 4] 21] [16 [15 [9 12 ]] 13 [11 14] 1710187196$] 53122] ;$
$\sigma:[224[32[56[78] 9[181712[1413[1115] 16] 10] 1920] 21] 1] ;$
$\rho:[12$ [4 [20 8 [6 79 [18 1712 [11 13 [15 14] 16]] 19] 53 ]] 21 22];
$\tau:[224$ [21 20 [8 2] [19 18 [179] 12 [16 1513 [14 11]] 1076$] 53] 1]$.
Example 3.3 We consider the same graph $G$ as in Example 3.2. Here is another set of four orderings gleaned from the process of executing the Four-Sweep LBF S Recognition Algorithm on $G$ :
$\delta:[224$ [3 2 [5 6 [7 8] $9[181712$ [14 13 [11 15] 16] 10] 19 20] 21] 1];
$\sigma:[12$ [20 [8 4] [19 18 [179] 12 [16 1513 [11 14]] 1076$] 53] 2122] ;$
$\rho:[224[2[208[679[181712[1113[1514] 16] 10] 19] 53] 21] 1] ;$
$\tau:[12[34[56[78] 9[1011[1312][1415] 161718] 1920]] 2122]$.
A key underlying concept for our algorithm design and analysis is the perfect orderings of interval graphs. Let $G$ be an interval graph with $n$ vertices, let $\psi$ be an ordering of $V(G)$ and let $k$ be a nonnegative integer no greater than $n$. An interval representation $\mathcal{I}$ of $G$ is $k$-perfect with respect to $\psi$ provided

$$
\ell_{\mathcal{I}}(\psi(1)) \leq \ell_{\mathcal{I}}(\psi(2)) \leq \cdots \leq \ell_{\mathcal{I}}(\psi(k)) \leq \min _{p \in[k+1, n]} \ell_{\mathcal{I}}(\psi(p))
$$

The ordering $\psi$ is $k$-perfect if with respect to which $G$ has a $k$-perfect interval representation. Note that $\psi$ is always 0 -perfect and it is $n$-perfect if and only if it is an I-ordering of $G$.

Recall that our four-sweep algorithm indeed generates four orderings, $\delta, \sigma, \rho$ and $\tau$. Suppose the input graph is an interval graph on $n$ vertices. The basic idea of our algorithm is to make all preparations step by step so that we can show for $k$ from 1 to $n$ inductively that the output ordering $\tau$ is guaranteed to be $k$-perfect.

## 4 Correctness of the algorithm

In order to establish the correctness of the algorithm, we have to go through a long line of lemmas.

### 4.1 General graphs

Lemma 4.1 Let $\sigma$ be an LBFS ordering of an $n$-vertex graph $G$. For any $i, j \in[n]$, if there is an element $k \in[n]$ such that $k<\min \{i, j\}$ and $L_{G, \sigma}^{k}(\sigma(j))<_{\sigma} L_{G, \sigma}^{k}(\sigma(i))$, then $i<j$.

Proof: Let $k^{\prime}=\min \{i, j\}$. Since $k \leq k^{\prime}-1$, it follows from $L_{G, \sigma}^{k}(\sigma(j))<_{\sigma} L_{G, \sigma}^{k}(\sigma(i))$ that $L_{G, \sigma}^{k^{\prime}-1}(\sigma(j))<_{\sigma} L_{G, \sigma}^{k^{\prime}-1}(\sigma(i))$ and so the rule of LBFS gives $i<j$.

Lemma 4.2 Let $G$ be a graph and let $\psi$ be an LBFS ordering of $G$. Let $S$ be a slice of $\psi$. Then there are integers $i$ and $k$ such that $\psi[i, k]=S$.

Proof: It follows directly from Lemma 4.1.
Lemma 4.3 Let $G$ be a graph and $\tau$ an LBFS ordering of $G$. Take $W \subseteq V(G)$ and suppose that $C$ is a union of one or more connected components of $G-W$. Let $q=\min \{j: \tau(j) \in C\}$ and let $p$ be a number such that $\tau(p) \notin W$ and $N_{G}(\tau(p)) \cap W \supseteq N_{G}(\tau(q)) \cap W$. Then $\tau[q, p] \subseteq S_{\tau}(q)$.

Proof: If $q>p$, then $\tau[q, p]=\emptyset$ and so the claim is trivial. Now suppose $q \leq p$. The minimality of $q$ implies that $L_{G, \tau}^{q-1}(\tau(q))=N_{G}(\tau(q)) \cap W \cap \tau[q-1] \subseteq N_{G}(\tau(p)) \cap W \cap \tau[q-1]=L_{G, \tau}^{q-1}(\tau(p))$. In view of $q \leq p$ and the LBFS rule, we have $L_{G, \tau}^{q-1}(\tau(q))=L_{G, \tau}^{q-1}(\tau(p))$. It is now immediate from Lemma 4.2 that $\tau[q, p] \subseteq S_{\tau}(q)$.

Let $G$ be a graph and let $W \subseteq V(G)$. We say that $v \in V(G)$ is universal with respect to $W$ in $G$ if $v$ is adjacent to every vertex of $W \backslash\{v\}$. In general, we say $U \subseteq V(G)$ is universal with respect to $W$ in $G$ whenever every vertex from $U$ is universal with respect to $W$ in $G$.

Lemma 4.4 Let $G$ be a graph on $n$ vertices and let $\tau$ be an LBFS ordering of $G$. Then the connected components of $G-N_{G}[\tau(n)]$, if any, can be listed as $C_{1}, \ldots, C_{t}$, in such a way that, for every $i \in[t]$, the vertices in $V(G) \backslash B_{i}$ appear in $\tau$ earlier than those in $B_{i}$, and $N_{G}\left(C_{i}\right)$ is universal with respect to $B_{i}$, where $B_{i}=\left(N_{G}[\tau(n)] \backslash N_{G}\left(C_{i}\right)\right) \cup\left(\cup_{j \in[i+1, t]} C_{j}\right)$. Moreover, for every $i \in[t], B_{i}$ is a module in $G$ such that $N_{G}\left(B_{i}\right)=N_{G}\left(C_{i}\right)$.

Proof: Let the number of connected components of $G-N_{G}[\tau(n)]$ be $t$. If $G$ is a complete graph, then $t=0$ and there is nothing to worry about. We hence assume that $G$ is not a complete graph.

The rule of LBFS implies $V(G) \neq N_{G}[\tau(n)]$ and so $t \geq 1$ follows. We label the components of $G-N_{G}[\tau(n)]$ as $C_{1}, \ldots, C_{t}$ in a way so that

$$
\begin{equation*}
\alpha_{1}<\cdots<\alpha_{t} \tag{1}
\end{equation*}
$$

holds, where $\alpha_{i}=\min \left\{\tau^{-1}(x): x \in C_{i}\right\}$.
Note first that $\tau(n) \in B_{1}$ and so the number $\min \left\{\tau^{-1}(v): v \in B_{1}\right\}$ exists, which we denote by $\alpha$. Applying Lemma 4.3 for $(W, C, q, p)=\left(N_{G}\left(C_{1}\right), B_{1}, \alpha, n\right)$ and $\left(N_{G}\left(C_{1}\right), C_{1}, \alpha_{1}, n\right)$, we get $\tau[\alpha, n] \subseteq S_{\tau}(\alpha)$ and $\tau\left[\alpha_{1}, n\right] \subseteq S_{\tau}\left(\alpha_{1}\right)$, respectively. This tells us

$$
\begin{equation*}
L_{G, \tau}^{\alpha-1}(v)=L_{G, \tau}^{\alpha-1}(\tau(n)) \tag{2}
\end{equation*}
$$

for all $v \in \tau[\alpha, n]$ and

$$
\begin{equation*}
L_{G, \tau}^{\alpha_{1}-1}\left(\tau\left(\alpha_{1}\right)\right)=L_{G, \tau}^{\alpha_{1}-1}(\tau(n)) \tag{3}
\end{equation*}
$$

An application of Eq. (3) leads to $\tau\left[\alpha_{1}+1, n\right] \supseteq N_{G}[\tau(n)] \backslash N_{G}\left(C_{1}\right)$, which, together with Eq. (1), shows $\alpha_{1}<\alpha$. By the definition of $C_{1}, L_{G, \tau}^{\alpha-1}(\tau(n)) \cap C_{1}=\emptyset$ and so Eq. 2) implies $L_{G, \tau}^{\alpha-1}(v) \cap C_{1}=\emptyset$ for every $v \in \tau[\alpha, n]$. If $\tau[\alpha, n] \cap N_{G}\left[C_{1}\right] \neq \emptyset$, then, considering that $\alpha_{1}<\alpha$ and that every vertex $u \in N_{G}\left[C_{1}\right]$ can be connected to $\tau\left(\alpha_{1}\right)$ by a path $P$ so that $P-u$ lies in $G\left[C_{1}\right]$, we will be able to get a vertex $v \in \tau[\alpha, n] \cap N_{G}\left[C_{1}\right]$ satisfying $L_{G, \tau}^{\alpha-1}(v) \cap C_{1} \neq \emptyset$, contradicting with what we just claim. This then gives $B_{1}=\tau[\alpha, n]$. By virtue of Eq. 22 again now, we arrive at $N_{G}\left(C_{1}\right)=L_{G, \tau}^{\alpha-1}(\tau(n))=$ $L_{G, \tau}^{\alpha-1}(v)=N_{G}[v] \backslash B_{1}$ for all $v \in B_{1}$, proving the statement for $i=1$.

Since $B_{1}$ is a module of $G$, the ordering $\tau^{B_{1}}$ of $G\left[B_{1}\right]$ induced by $\tau$ is an LBFS ordering. Hence, if $t>1$, we can carry out the same proof for $i=2$ as for $i=1$ and in this way we can finish the proof for all $i \in[t]$ inductively.

Let $G$ be a graph. Two vertices $u$ and $v$ of $G$ are unrelated with respect to $y \in V(G)$ if $v$ and $y$ lie in the same connected component of $G-N_{G}[u]$ and $u$ and $y$ lie in the same connected component of $G-N_{G}[v]$. The next lemma is a reformulation of [12, Theorem 4.1] and [8, Corollary 1.4].
Lemma 4.5 Let $G$ be a graph and let $w$ be a good vertex of $G$. If $u$ and $v$ are two vertices unrelated with respect to $w$ in $G$, then $u, v$ and $w$ form an asteroidal triple in $G$.

Proof: Let $C$ denote the connected component of $G-N_{G}[w]$ that contains $u$ and $D$ denote the connected component of $G-N_{G}[w]$ that contains $v$. The existence of $C$ and $D$ is guaranteed by the assumption that $u$ and $v$ are unrelated with respect to $w$. To prove the lemma, it suffices to show $C=D$.

Without loss of generality, assume that $\tau$ is an LBFS ordering of $G$ such that $\tau^{-1}(u)<\tau^{-1}(v)<$ $\tau^{-1}(w)=|V(G)|$. If $C \neq D$, then $N_{G}(C) \subseteq N_{G}(v)$ according to Lemma 4.4. Hence $u$ and $w$ cannot fall into the same connected component of $G-N_{G}[v]$, which is a contradiction to our assumption.

Lemma 4.6 Let $G$ be a graph and let $w$ be a good vertex of $G$. Let $\rho$ be any LBFS ordering of $G$ which starts at $w$ and ends at a vertex $u$. Let $v$ be a vertex such that $w$ and $u$ fall into the same connected component of $G-N_{G}[v]$. Then $u$, $v$ and $w$ form an asteroidal triple in $G$.

Proof: By assumption, $u$ and $w$ fall into a connected component of $G-N_{G}[v]$. This gives $u v \notin E(G)$ and $w v \notin E(G)$. Moreover, applying Remark 2.1 yields $d_{G}(u, w) \geq d_{G}(v, w) \geq 2$. Accordingly, $G-N_{G}[u]$ has a connected component $C$ which contains $v$ and $G-N_{G}[u]$ has a connected component $D$ which contains $w$.

Noting that $1=\rho^{-1}(w)<\rho^{-1}(v)<\rho^{-1}(u)=|V(G)|$, we obtain from Lemma 4.4 that either $C=D$ or $N_{G}(D) \subseteq N_{G}(v)$. But the latter case is impossible, as we know that $u$ and $w$ fall into the same component of $G-N_{G}[v]$. So, we have $C=D$, proving that $u$ and $v$ are unrelated with respect to $w$ in $G$. By now, the result follows from Lemma 4.5

Lemma 4.7 Consider a graph $G$ and an ordering $\sigma$ of $V(G)$. Let $\rho$ be an ordering obtained from $\operatorname{LBFS}^{\star}(G, \sigma)$. Suppose $S_{\rho}(\eta)$ is a slice of $\rho$ and $\alpha=\min \left\{j: \sigma(j) \in S_{\rho}(\eta)\right\}$. If $L_{G, \sigma}^{\alpha-1}(\sigma(\alpha)) \backslash \rho[\eta-1] \neq$ $\emptyset$, then $\rho(\eta)$ fies with respect to $S_{\rho}(\eta)$ in $\rho$.

Proof: Since $\rho$ is obtained from $\operatorname{LBFS}^{\star}(G, \sigma)$, it happens $\rho(\eta)=\sigma(\alpha)$. Owing to the minimality of $\alpha$, it holds $L_{G, \sigma}^{\alpha-1}(\sigma(\alpha)) \cap S_{\rho}(\eta)=\emptyset$ and so $L_{G, \sigma}^{\alpha-1}(\sigma(\alpha)) \backslash\left(\rho[\eta-1] \cup S_{\rho}(\eta)\right)$ is nothing but $L_{G, \sigma}^{\alpha-1}(\sigma(\alpha)) \backslash$ $\rho[\eta-1] \neq \emptyset$. This proves that $\rho(\eta)$ flies with respect to $S_{\rho}(\eta)$ in $\rho$.

Lemma 4.8 Let $\phi$ and $\psi$ be two LBFS orderings of a graph $G$. Take $s, p \in[|V(G)|]$. Assume that

$$
\begin{equation*}
\psi(p) \in S_{\phi}(s) \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
N_{G}[x] \supseteq S_{\phi}(s) \tag{5}
\end{equation*}
$$

for every $x \in S_{\phi}(s) \cap \psi[p-1]$. If

$$
\begin{equation*}
L_{G, \psi}^{p-1}(\psi(p)) \subseteq \phi[s-1] \cup S_{\phi}(s) \tag{6}
\end{equation*}
$$

then $S_{\phi}(s) \backslash \psi[p-1] \subseteq S_{\psi}(p)$.
Proof: By Eq. [4], $N_{G}[x] \supseteq S_{\phi}(s)$ for every $x \in L_{G, \psi}^{p-1}(\psi(p)) \cap \phi[s-1]$; by Eq. [5], $N_{G}[x] \supseteq S_{\phi}(s)$ for every $x \in S_{\phi}(s) \cap \psi[p-1]$. Eq. (6) indeed gives us $L_{G, \psi}^{p-1}(\psi(p)) \subseteq \phi[s-1] \cup\left(S_{\phi}(s) \cap \psi[p-1]\right)$. Henceforth, we know that $N_{G}[x] \supseteq S_{\phi}(s)$ for every $x \in L_{G, \psi}^{p-1}(\psi(p))$, which then implies $L_{G, \psi}^{p-1}(y)=L_{G, \psi}^{p-1}(\psi(p))$ for every $y \in S_{\phi}(s) \backslash \psi[p-1]$. This surely tells us $S_{\phi}(s) \backslash \psi[p-1] \subseteq S_{\psi}(p)$.

### 4.2 Chordal graphs

Let $G$ be a graph on $n$ vertices. A vertex $v$ of $G$ is simplicial in $G$ if $N_{G}[v]$ is a clique. An ordering $\psi$ of $V(G)$ is a perfect elimination ordering (PEO) provided $\psi(k)$ is simplicial in the graph $G[\psi[k]]$ for every $k \in[n]$. We need an ordering characterization of chordal graphs.

Lemma 4.9 46] Let $G$ be a graph and $\psi$ be an LBFS ordering of $G$. Then $G$ is chordal if and only if $\psi$ is a PEO of $G$.

Lemma 4.10 Let $G$ be a chordal graph and $\tau$ and $\rho$ be two LBFS orderings of $G$. Suppose $S_{\tau}(k)$ is a non-clique slice of $\tau$. Let $\eta=\min \left\{j: \rho(j) \in S_{\tau}(k), S_{\tau}(k) \backslash N_{G}[\rho(j)] \neq \emptyset\right\}$ and let $T=S_{\tau}(k) \backslash \rho[\eta-1]$. If $\rho(\eta)$ does not fly with respect to $S_{\tau}(k)$ in $\tau$, then

$$
\begin{equation*}
T \subseteq S_{\rho}(\eta) \tag{7}
\end{equation*}
$$

$S_{\rho}(\eta)$ is not a clique and $\rho(\eta)$ does not fly with respect to $S_{\rho}(\eta)$ in $\rho$.
Proof: Setting $s=k, p=\eta, \phi=\tau$ and $\psi=\rho$, the definition of $\eta$ gives Eqs. (4) and (5) while the assumption that $\rho(\eta)$ does not fly with respect to $S_{\tau}(k)$ in $\tau$ gives

$$
L_{G, \rho}^{\eta-1}(\rho(\eta)) \subseteq N_{G}(\rho(\eta)) \subseteq \tau[k-1] \cup S_{\tau}(k)
$$

and hence Eq. (6) follows. Consequently, we can apply Lemma 4.8 to obtain Eq. 77. The fact that $S_{\tau}(k)$ is not a clique implies $T$ is not a clique. Therefore, it follows from Eq. 77 that $S_{\rho}(\eta)$ is not a clique, as claimed.

We now turn to the last claim. By Lemma 4.2, $S_{\rho}(\eta)=\rho[\eta, \varsigma]$ for some $\varsigma \geq \eta$. Suppose to the contrary that $\rho(\eta)$ flies with respect to $S_{\rho}(\eta)$ in $\rho$, i.e., it has a neighbor $\rho(t)$ for some $t>\varsigma$.

From Eq. (77) we have $\rho(t) \notin T$. This, together with the fact that $\rho(\eta)$ does not fly with respect to $S_{\tau}(k)$ in $\tau$, shows that $\rho(t) \in \tau[k-1] \cup\left(S_{\tau}(k) \cap \rho[\eta-1]\right)$ and hence

$$
\begin{equation*}
T \subseteq N_{G}(\rho(t)) \tag{8}
\end{equation*}
$$

Since we have assumed $t>\varsigma$, Eqs. (7) and (8) combine to say that $T \subseteq L_{G, \rho}^{t-1}(\rho(t))$, and then by Lemma 4.9. $T$ is a clique, contradicting the known fact that $T$ is not a clique.

Lemma 4.11 Let $G$ be a chordal graph and let $\psi$ be an LBFS ordering of $G$. Let $S$ be a non-clique module and let $\beta=\max \{k: \psi(k) \in S\}$. Then $N_{G}(S) \subseteq \psi[\beta-1] \backslash S$.

Proof: Take $x \in N_{G}(S)$. As $S$ is a module, $N_{G}(x) \supseteq S$. Moreover, note that $S$ is not a clique and so we derive from Lemma 4.9 that $\psi^{-1}(x)<\beta$.

Lemma 4.12 Let $G$ be a chordal graph and let $\sigma$ be an LBFS ordering of $G$. Let $\rho$ be the output of $\operatorname{LBFS}^{\star}(G, \sigma)$ and let $S_{\rho}(\eta)$ be a slice of $\rho$. If $S_{\rho}(\eta)$ is a non-clique module of $G$, then $\rho(\eta)=\sigma(\beta)$ where $\beta=\max \left\{j: \sigma(j) \in S_{\rho}(\eta)\right\}$.

Proof: Taking into account Lemma 4.2, an application of Lemma 4.11 on the non-clique module and the LBFS ordering of $G, S=S_{\rho}(\eta)$ and $\rho$, leads to

$$
\begin{equation*}
N_{G}(S) \subseteq \rho[\eta-1] \tag{9}
\end{equation*}
$$

Making use of Lemma 4.11 on $S=S_{\rho}(\eta)$ and the LBFS ordering $\sigma$ instead, we find

$$
\begin{equation*}
N_{G}(S) \subseteq \sigma[\beta-1] \backslash S \tag{10}
\end{equation*}
$$

The rule of LBFS ${ }^{\star}$ says that there are three ways to determine the value of $\rho(\eta)$ according to different cases. Eq. (9) says that the first case does not happen and Eq. (10) says that the second case is also impossible. So, we fix $\rho(\eta)$ by the third way as described in LBFS ${ }^{\star}$ and that gives $\rho(\eta)=\sigma(\beta)$, as desired.

Let $G$ be a graph. We call $S \subseteq V(G)$ an $M$-slice (module of a slice) if $S$ is a slice of $G$ or $S$ is a nontrivial module of the graph $G[T]$ for some slice $T$ of $G$ [13]. The following result, known as the Chordal LBFS Theorem, reveals some important aspects of the LBFS structure.
Lemma 4.13 [13] Theorem 3.17] Let $G$ be a chordal graph and let $S$ be an M-slice of an arbitrary LBFS ordering of $G$. Then for any LBFS ordering $\tau$ of $G$, the ordering $\tau^{S}$ is an LBFS ordering of $G[S]$.

Lemma 4.14 Let $\rho$ and $\delta$ be two LBFS orderings of a chordal graph $G$ and let $\sigma$ be the output of $\operatorname{LBFS}+(G, \delta)$. Let $S_{\rho}(\eta)$ be a slice of $\rho$ and suppose that $S_{\rho}(\eta)$ is not a clique. Let $\alpha$ and $\beta$ be two integers such that

$$
\begin{equation*}
\alpha=\min \left\{j: \sigma(j) \in S_{\rho}(\eta)\right\}, \beta=\max \left\{j: \sigma(j) \in S_{\rho}(\eta)\right\} \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
L_{G, \sigma}^{\alpha-1}(\sigma(\alpha)) \subseteq \rho[\eta-1] \tag{12}
\end{equation*}
$$

Assume that there exists $v \in V(G)$ such that

$$
\begin{equation*}
v \in\left(N_{G}\left(S_{\rho}(\eta)\right) \cap \sigma[\beta]\right) \backslash \rho[\eta-1] \tag{13}
\end{equation*}
$$

Then, $v, \sigma(\alpha)$ and $\sigma(\beta)$ form an asteroidal triple in $G$.
Proof: We set $p=\alpha, s=\eta, \phi=\rho$ and $\psi=\sigma$ in Lemma4.8. By the definition of $\alpha$ in Eq. 11, we know that $\sigma(\alpha) \in S_{\rho}(\eta)$ and $S_{\rho}(\eta) \cap \sigma[\alpha-1]=\emptyset$. The former establishes Eq. (4) while the latter says that Eq. (5) is vacuously true. Observe that Eq. (12) gives $L_{G, \psi}^{p-1}(\psi(p)) \subseteq \phi[s-1]$ and so Eq. (6) is guaranteed. Therefore, Lemma 4.8 ensures

$$
\begin{equation*}
S_{\rho}(\eta)=S_{\rho}(\eta) \backslash \sigma[\alpha-1] \subseteq S_{\sigma}(\alpha) \tag{14}
\end{equation*}
$$

In case that

$$
\begin{equation*}
\sigma^{-1}(v) \leq \alpha \tag{15}
\end{equation*}
$$

we can derive

$$
\begin{aligned}
v & \in N_{G}\left(S_{\rho}(\eta)\right) \quad \text { (By Eq. 13)) } \\
& \subseteq \sigma[\alpha-1] \cap N_{G}\left(S_{\sigma}(\alpha)\right) \quad \text { (By Eqs. (14) and (15)) } \\
& =L_{G, \sigma}^{\alpha-1}(\sigma(\alpha)) \\
& \subseteq \rho[\eta-1], \quad \text { (By Eq. 12p) }
\end{aligned}
$$

contradicting Eq. (13). Noting from Eq. (13) that $\sigma^{-1}(v)<\beta$, we then find

$$
\begin{equation*}
\alpha<\sigma^{-1}(v)<\beta \tag{16}
\end{equation*}
$$

and henceforth, by Lemma 4.2.

$$
\begin{equation*}
v \in S_{\sigma}(\alpha) \tag{17}
\end{equation*}
$$

By Eq. (11),

$$
\begin{equation*}
\{\sigma(\alpha), \sigma(\beta)\} \subseteq S_{\rho}(\eta) \tag{18}
\end{equation*}
$$

Eq. (13) implies $v \notin S_{\rho}(\eta) \cup \rho[\eta-1]$. Accordingly, as $\rho$ is an LBFS ordering, there exists an integer $q$ such that

$$
\begin{gather*}
\sigma(q) \in \rho[\eta-1] \\
\{\sigma(q) \sigma(\alpha), \sigma(q) \sigma(\beta)\} \subseteq E(G) \tag{19}
\end{gather*}
$$

and

$$
\begin{equation*}
\sigma(q) v \notin E(G) \tag{20}
\end{equation*}
$$

Because $S_{\rho}(\eta)$ is a slice of $G$, Lemma 4.13 gives that $\sigma^{S_{\rho}(\eta)}$ is an LBFS ordering of $G\left[S_{\rho}(\eta)\right]$. Further recall that $S_{\rho}(\eta)$ is not any clique in $G$. We thus derive from Remark 2.1 and Eq. 11) that

$$
\begin{equation*}
d_{G}(\sigma(\alpha), \sigma(\beta))>1 \tag{21}
\end{equation*}
$$

By Eqs. 17, (19) and 20, we have $\{v, \sigma(\alpha)\} \subseteq S_{\sigma}(\alpha)$ and $\sigma(q) \in N_{G}(\sigma(\alpha)) \backslash N_{G}(v)$ and so

$$
\begin{equation*}
q>\alpha \tag{22}
\end{equation*}
$$

follows. Moreover, in light of Lemma 4.9, Eqs. (19), 21) and (22), we can obtain

$$
\begin{equation*}
q<\beta \tag{23}
\end{equation*}
$$

By Lemma 4.2, a direct consequence of Eqs. (14), (18), (22) and (23) is

$$
\begin{equation*}
\sigma(q) \in S_{\sigma}(\alpha) \tag{24}
\end{equation*}
$$

Recall that $\sigma$ is the output of LBFS $+(G, \delta)$. This combined with Lemmas 4.9 and 4.13 says that $\sigma(\alpha)$ is a simplicial vertex of $G\left[S_{\sigma}(\alpha)\right]$. It follows from Eqs. (17) and (24) that $\{v, \sigma(q)\} \subseteq S_{\sigma}(\alpha)$ and from Eqs. 19) and 20) that $\sigma(q) \in N_{G}(\sigma(\alpha)) \backslash N_{G}(v)$. This then shows that

$$
\begin{equation*}
v \notin N_{G}[\sigma(\alpha)] . \tag{25}
\end{equation*}
$$

Lemma 4.9 asserts that $\sigma(\beta)$ is a simplicial vertex in $G[\sigma[\beta]]$. However, according to Eqs. (13) and (23), $\{v, \sigma(q)\} \subseteq \sigma[\beta]$; while as shown in Eqs. 19] and 20, $\sigma(\beta) \sigma(q) \in E(G)$ and $\sigma(q) v \notin E(G)$. The above consideration gives us

$$
\begin{equation*}
v \notin N_{G}[\sigma(\beta)] . \tag{26}
\end{equation*}
$$

We are ready to verify that $v, \sigma(\alpha)$ and $\sigma(\beta)$ form an asteroidal triple in $G$. Observe that $v, \sigma(\alpha)$ and $\sigma(\beta)$ form an independent set of size three in $G$, as can be seen from Eqs. (21), (25) and (26).

By Eqs. (19), (20), (25) and (26), we see that $\sigma(\alpha), \sigma(q), \sigma(\beta)$ is a $\sigma(\alpha), \sigma(\beta)$-path inside $G-N_{G}[v]$.
We now want to show that $\sigma(\alpha)$ and $v$ fall into the same connected component of $G-N_{G}[\sigma(\beta)]$. Assume the opposite. In view of Eq. (16) and Lemma 4.4, there are then two connected components $C$ and $C^{\prime}$ of $H-N_{H}[\sigma(\beta)]$, where $H=G[\sigma[\beta]]$, such that $\sigma(\alpha) \in C, v \in C^{\prime}$ and $N_{H}(C) \subseteq N_{H}(v)$. But Eqs. (19), (20) and (23) combine to say that $\sigma(q) \in N_{H}(C) \backslash N_{H}(v)$, a contradiction.

Finally, we need to show that $\sigma(\beta)$ and $v$ fall into the same connected component of $G-N_{G}[\sigma(\alpha)]$. Observe that Eqs. (14), (17), (18) and (24) together implies

$$
\begin{equation*}
\sigma(\alpha), \sigma(\beta), v, \sigma(q) \in S_{\sigma}(\alpha) \tag{27}
\end{equation*}
$$

Let $H=G\left[S_{\sigma}(\alpha)\right]$. To complete the proof, assume for contradiction that $\sigma(\beta)$ and $v$ fall into different connected components of $G-N_{G}[\sigma(\alpha)]$, and so $H-N_{H}[\sigma(\alpha)]$ has two different connected components $C$ and $C^{\prime}$ such that $v \in C$ and $\sigma(\beta) \in C^{\prime}$. By Lemma 4.13. $\delta^{S_{\sigma}(\alpha)}$ is an LBFS ordering of $H$. As $\sigma$ is the output of LBFS $+(G, \delta)$, it follows that $\sigma(\alpha)$ is a good vertex of $H$. We now conclude from Lemma 4.4 that either $N_{H}(v) \cap N_{H}(\sigma(\alpha)) \subseteq N_{H}(C) \subseteq N_{H}(\sigma(\beta))$ or $N_{H}(\sigma(\beta)) \cap N_{H}(\sigma(\alpha)) \subseteq N_{H}\left(C^{\prime}\right) \subseteq N_{H}(v)$. Since Eqs. (19) and 20) already guarantee $\sigma(q) \in\left(N_{H}(\sigma(\beta)) \cap N_{H}(\sigma(\alpha))\right) \backslash N_{H}(v)$, it must happen

$$
\begin{equation*}
N_{H}(v) \cap N_{H}(\sigma(\alpha)) \subsetneq N_{H}(\sigma(\beta)) \tag{28}
\end{equation*}
$$

By Lemma 4.13, $\sigma^{S_{\sigma}(\alpha)}$ is an LBFS ordering of $H$ starting from $\sigma(\alpha)$. Henceforth, as a consequence of Eqs. (25) and (28) as well as the LBFS rule, we get $\beta<\sigma^{-1}(v)$, violating Eq. (16), as desired.

### 4.3 Interval graphs

We begin with a result which has a similar flavor to a key observation of Corneil et al. in developing their 6-sweep LBF S algorithm, the so-called Flipping Lemma [13, Lemma 4.4].
Lemma 4.15 Let $M$ be a module of an interval graph $G$. Let $\rho$ be any LBFS ordering of $G$ and $\tau$ be the output of $\operatorname{LBFS}+(G, \rho)$. Suppose that $\eta=\min \{j: \rho(j) \in M\}$. If $\rho(\eta)$ is a good vertex of $G[M]$, then $\tau^{-1}(\rho(\eta))=\max \{j: \tau(j) \in M\}$.
Proof: Since $M$ is a module, $\rho^{M}$ is an LBFS ordering of $G[M]$ and $\tau^{M}$ is the output of LBFS $+\left(G[M], \rho^{M}\right)$. Therefore, without loss of generality, we can assume that $G$ is connected, $M=V(G)$ and $\eta=1$. To obtain a contradiction, we suppose $\rho(1)=w$ and $\tau(n)=v \neq w$, where $n=|V(G)|$. Take $k \in[n]$ to be the largest possible number such that $\{v, w\} \subseteq S_{\tau}(k)$ and let $\tau(k)=u$.

Recall that $\rho(1)=w$ is assumed to be a good vertex of $G$ and so, by Theorem 1.1 and Lemma 4.9, is simplicial in $G$. Therefore, the assumption of $v w \in E(G)$ and $n>\tau^{-1}(w)$ will ensure $L_{G, \tau}^{\tau^{-1}(w)-1}(v)=$ $L_{G, \tau}^{\tau^{-1}(w)-1}(w)$. Considering that $w=\rho(1)$ and that $\tau$ is the output of LBFS $+(G, \rho)$, we can continue to infer that $w$ should be visited after $\tau(n)=v$. This is absurd and thus we get $v w \notin E(G)$ and hence $w$ lies in some connected component of $G\left[S_{\tau}(k)\right]-N_{G\left[S_{\tau}(k)\right]}[v]$, say $C$.

In light of the rule of $\operatorname{LBFS}+(G, \rho), \rho^{-1}(u)=\max \left\{j: \rho(j) \in S_{\tau}(k)\right\}$. Accordingly, as $S_{\tau}(k)$ is a slice of $\tau$, Lemma 4.13 claims that $\rho(1)=w$ is a good vertex of $G\left[S_{\tau}(k)\right]$ while $\rho^{S_{\tau}(k)}$ is an LBFS ordering of $G\left[S_{\tau}(k)\right]$ going from $w$ to $u$. By Theorem 1.1 and Lemma 4.6, we now have $\tau(k)=u \notin C$.

Let $s=\min \{j: \tau(j) \in C\}$. It is apparent that

$$
\begin{equation*}
s>k \tag{29}
\end{equation*}
$$

and that

$$
\begin{equation*}
L_{G, \tau}^{s-1}(\tau(s)) \subseteq L_{G, \tau}^{s-1}(\tau(n)) \tag{30}
\end{equation*}
$$

From Eq. 30) we derive $v=\tau(n) \in S_{\tau}(s)$. By invoking Lemma 4.2 additionally, we now deduce from $s \leq \tau^{-1}(w)<n$ that $\{v, w\} \subseteq S_{\tau}(s)$. This says that Eq. 29) contradicts with the maximality of $k$, as desired.

Lemma 4.16 Let $G$ be an interval graph and let $\delta$ be an LBES ordering of $G$. Let $\sigma$ be the output of $\operatorname{LBFS}+(G, \delta)$ and $\rho$ an output of $\operatorname{LBFS}{ }^{\star}(G, \sigma)$. If $S_{\rho}(\eta)$ is a non-clique slice of $\rho$ such that $N_{G}\left(S_{\rho}(\eta)\right) \backslash$ $\rho[\eta-1] \neq \emptyset$, then $\rho(\eta)$ flies with respect to $S_{\rho}(\eta)$ in $\rho$.

Proof: Let $\alpha=\min \left\{j: \sigma(j) \in S_{\rho}(\eta)\right\}$ and $\beta=\max \left\{j: \sigma(j) \in S_{\rho}(\eta)\right\}$. Due to Lemma4.7, we need only focus on the case that $L_{G, \sigma}^{\alpha-1}(\sigma(\alpha)) \subseteq \rho[\eta-1]$.

Since $S_{\rho}(\eta)$ is a slice of $\rho$ with $N_{G}\left(S_{\rho}(\eta)\right) \backslash \rho[\eta-1] \neq \emptyset$, there exist $u$ and $v$ such that $u \in S_{\rho}(\eta)$ and $v \in N_{G}(u) \backslash\left(\rho[\eta-1] \cup S_{\rho}(\eta)\right)$, that is, $u$ flies with respect to $S_{\rho}(\eta)$ in $\rho$. Let $r=\max \left\{f_{\sigma}(x): x \in\right.$ $\left.S_{\rho}(\eta)\right\}$, which is surely no smaller than $\sigma^{-1}(v)$. By Theorem 1.1 and Lemma 4.14, we have $\sigma^{-1}(v)>\beta$, and hence

$$
\begin{equation*}
r>\beta \tag{31}
\end{equation*}
$$

By the rule of LBFS ${ }^{\star}, \rho(\eta)=w$ for some vertex

$$
\begin{equation*}
w \in S_{\rho}(\eta) \tag{32}
\end{equation*}
$$

such that $f_{\sigma}(w)=r$. Note that our remaining task is to show that $w$ flies with respect to $S_{\rho}(\eta)$ in $\rho$. Since

$$
\begin{equation*}
\sigma(r) w \in E(G) \tag{33}
\end{equation*}
$$

we only need to show that $\sigma(r) \notin \rho[\eta-1] \cup S_{\rho}(\eta)$. It follows from Eq. 31) and the maximality assumption on $\beta$ that $\sigma(r) \notin S_{\rho}(\eta)$. If $\sigma(r) \in \rho[\eta-1]$, Eqs. (32) and (33) take us to

$$
\begin{equation*}
N_{G}(\sigma(r)) \supseteq S_{\rho}(\eta) \tag{34}
\end{equation*}
$$

But Lemma 4.9 asserts that $\sigma$ is a PEO of $G$, which, along with Eqs. (31) and 34, shows that $S_{\rho}(\eta)$ is a clique, violating the assumption that $S_{\rho}(\eta)$ is not any clique, as desired.

Lemma 4.17 Let $\delta$ be an LBFS ordering of an interval graph $G$ and let $\sigma$ be the ordering produced by $\operatorname{LBFS}+(G, \delta)$. Let $\rho$ be the output of $\operatorname{LBFS}{ }^{\star}(G, \sigma)$. Then $\rho$ is an output of $\operatorname{LBFS}{ }^{\square}(G)$.

Proof: Let $|V(G)|=n$. We need to verify for every $\eta \in[n]$ that the tie-breaking rule corresponding to LBFS ${ }^{\square}$ can choose $\rho(\eta)$ to visit when LBFS ${ }^{\square}$ has visited $\rho(1), \ldots, \rho(\eta-1)$ in that order.

If $S_{\rho}(\eta)$ is a clique, $\operatorname{LBFS}{ }^{\square}$ can visit any vertex among $S_{\rho}(\eta)$ and so we are done.
Suppose $S_{\rho}(\eta)$ is a non-clique module of $G$. By Lemma 4.12 it holds $\rho(\eta)=\sigma(\beta)$ where $\beta=\max \{j$ : $\left.\sigma(j) \in S_{\rho}(\eta)\right\}$. By Lemma 4.13, $\sigma^{S_{\rho}(\eta)}$ is an LBFS ordering of $G\left[S_{\rho}(\eta)\right]$ and so $\rho(\eta)=\sigma(\beta)$ is a good vertex of $G\left[S_{\rho}(\eta)\right]$. This means that $\rho(\eta)$ can be chosen from $S_{\rho}(\eta)$ by LBFS ${ }^{\square}$.

Finally, assume that $S_{\rho}(\eta)$ is neither a clique nor a module of $G$. It follows from Lemma 4.16 that $\rho(\eta)$ flies with respect to $S_{\rho}(\eta)$ in $\rho$, completing the proof.

### 4.4 Perfect orderings

The first few lemmas in this section aim to establish a characterization of "end vertices" in interval graphs, which amounts to be a characterization of 1-perfect orderings of interval graphs (Theorem 4.22). The subsequent work in this section tries to collect several sufficient conditions for a $(k-1)$-perfect ordering of an interval graph to be a $k$-perfect ordering.

Let $\mathcal{I}$ be an interval representation of a graph $G$ and let $x, y \in V(G)$. Let us write $\mathcal{I}(x)<\mathcal{I}(y)$ if $r_{\mathcal{I}}(x)<\ell_{\mathcal{I}}(y)$. For two subsets $M$ and $N$ of $V(G)$, we say that $M<_{\mathcal{I}} N$ if $\mathcal{I}(x)<\mathcal{I}(y)$ for each $x \in M$ and each $y \in N$. Let $P$ be a $v, w$-path with vertex set $T$. We call $P$ a minimal $v, w$-path if for any nonempty subset $W$ of $T, G[T \backslash W]$ contains no $v$, w-path. It is straightforward that every shortest $v, w$-path is a minimal $v$, $w$-path.
Lemma 4.18 Let $\mathcal{I}$ be an interval representation of a graph $G$. Let $x_{0}=v, x_{1}, \ldots, x_{k}=w$ be a minimal $v$, w-path in $G$. If $\mathcal{I}(w)<\mathcal{I}(v)$, then we have $\ell_{\mathcal{I}}\left(x_{i}\right)<\ell_{\mathcal{I}}(v)$ and $r_{\mathcal{I}}(w)<r_{\mathcal{I}}\left(x_{i}\right)$ for every $i \in[k-1]$.

Proof: Suppose that $\ell_{\mathcal{I}}\left(x_{i}\right) \geq \ell_{\mathcal{I}}(v)$ for some $i \in[k-1]$. Without loss of generality, we assume that $i$ is the largest possible index such that $\ell_{\mathcal{I}}(v) \leq \ell_{\mathcal{I}}\left(x_{i}\right)$ holds. This gives $\ell_{\mathcal{I}}\left(x_{i+1}\right)<\ell_{\mathcal{I}}(v) \leq \ell_{\mathcal{I}}\left(x_{i}\right) \leq$ $r_{\mathcal{I}}\left(x_{i+1}\right)$ and hence $x_{i+1} v \in E(G)$. Therefore, we find a shorter $v, w$-path $v, x_{i+1}, x_{i+2}, \ldots, x_{k-1}, w$, yielding a desired contradiction.

By symmetry, we can also show that $r_{\mathcal{I}}(w)<r_{\mathcal{I}}\left(x_{i}\right)$ for every $i \in[k-1]$ and hence complete the proof.

A vertex of a graph $G$ is admissible provided no pair of vertices is unrelated with respect to it in $G$.
Lemma 4.19 Let $G$ be an interval graph and let $\mathcal{I}$ be an interval representation of $G$. Fix $v \in V(G)$. Take $A=\{w \in V(G): \mathcal{I}(w)<\mathcal{I}(v)\}$ and $B=\{u \in V(G): \mathcal{I}(v)<\mathcal{I}(u)\}$, which give $a$ partition of $V(G) \backslash N_{G}[v]$. Suppose that $C=\left\{c_{1}, \ldots, c_{k}\right\}$ is a connected component of $G[A]$ such that $r_{\mathcal{I}}\left(c_{1}\right) \geq \cdots \geq r_{\mathcal{I}}\left(c_{k}\right)$ and $D=\left\{d_{1}, \ldots, d_{m}\right\}$ is a connected component of $G[B]$ such that $\ell_{\mathcal{I}}\left(d_{1}\right) \leq$ $\cdots \leq \ell_{\mathcal{I}}\left(d_{m}\right)$. Then the following statements hold:
(i) For every $w \in A$ with $d_{G}(w, v) \geq 3$ and every $u \in B$ with $d_{G}(u, v) \geq 3$, $w$ and $u$ are unrelated with respect to $v$.
(ii) If $v$ is admissible, then either $N_{G}(D) \subseteq \cap_{i=1}^{k}\left(N_{G}\left(c_{i}\right) \cap N_{G}(v)\right)$ or $N_{G}(C) \subseteq \cap_{i=1}^{m}\left(N_{G}\left(d_{i}\right) \cap\right.$ $\left.N_{G}(v)\right)$.

Proof: (i) By symmetry, it suffices to show that every shortest path $P$ connecting $w$ and $v$ in $G$ will be outside of $N_{G}[u]$. Suppose this is not true. Then there exists a vertex $x \in V(P) \cap N_{G}[u]$ such that $r_{\mathcal{I}}(x) \geq \ell_{\mathcal{I}}(u)>r_{\mathcal{I}}(v)$. But Lemma 4.18 says $\ell_{\mathcal{I}}(v) \geq \ell_{\mathcal{I}}(x)$. Thus, we find that $v$ and $x$ are adjacent and $u, \bar{x}, v$ is a $u, v$-path, getting to $d_{G}(u, v) \leq 2$, a contradiction.
(ii) We first observe the following:

$$
\left\{\begin{align*}
N_{G}(C)=N_{G}\left(c_{1}\right) \cap N_{G}(v) \supseteq \cdots \supseteq N_{G}\left(c_{k}\right) \cap N_{G}(v) & =\cap_{i=1}^{k}\left(N_{G}\left(c_{i}\right) \cap N_{G}(v)\right)  \tag{35}\\
N_{G}(D)=N_{G}\left(d_{1}\right) \cap N_{G}(v) \supseteq \cdots \supseteq N_{G}\left(d_{m}\right) \cap N_{G}(v) & =\cap_{i=1}^{m}\left(N_{G}\left(d_{i}\right) \cap N_{G}(v)\right) .
\end{align*}\right.
$$

If the claim does not hold, Eq. (35) means that we can find $e \in\left(N_{G}\left(c_{1}\right) \cap N_{G}(v)\right) \backslash N_{G}\left[d_{m}\right]$ and $f \in$ $\left(N_{G}\left(d_{1}\right) \cap N_{G}(v)\right) \backslash N_{G}\left[c_{k}\right]$. Because $G[C]$ is connected, there exists a path $h_{1}, h_{2}, \ldots, h_{p}$ in $G[C]$, where $h_{1}=c_{k}$ and $h_{p}=c_{1}$. It is now easy to see that the path $h_{1}, h_{2}, \ldots, h_{p}, e, v$ connects $c_{k}$ and $v$ without visiting any vertex of $N_{G}\left[d_{m}\right]$. In the same manner, we can construct a $d_{m}$, v-path in $G-N_{G}$ [ $\left.c_{k}\right]$ based on any $d_{m}, d_{1}$-path in $G[D]$ and the edges $d_{1} f$ and $f v$. This shows that $d_{m}$ and $c_{k}$ are unrelated with respect to $v$ in $G$, contradicting with the assumption that $v$ is admissible in $G$.

Lemma 4.20 Let $G$ be an interval graph and let $v$ be an admissible vertex of $G$. Let $\mathcal{I}, A, B$ and $C$ be defined as in Lemma 4.19. Assume that $N_{G}(C) \cap N_{G}(v)$ is universal with respect to $N_{G}(v)$ in $G$. Then there exists an interval representation $\mathcal{I}^{\prime}$ of $G$ such that $\left\{x: \mathcal{I}^{\prime}(x)<\mathcal{I}^{\prime}(v)\right\}=A \backslash C$ and $\left\{x: \mathcal{I}^{\prime}(x)>\mathcal{I}^{\prime}(v)\right\}=B \cup C$.

Proof: Without loss of generality, assume that $M_{\mathcal{I}}=\left\{\ell_{\mathcal{I}}(x), r_{\mathcal{I}}(x): x \in V(G)\right\}$ consists of $2|V(G)|$ distinct points on the real line and $\min \left\{s-t: s>t, s, t \in M_{\mathcal{I}}\right\} \geq 3$.
Let $D_{1}, \ldots, D_{q}$ be the connected components of $G[B]$ where $D_{1}<\mathcal{I} \cdots<\mathcal{I} D_{q}$. Denote $D_{0}=$ $\{v\}$ and $D_{q+1}=\emptyset$. It follows from Lemma 4.19 (ii) that there exists an integer $p \in[0, q]$ such that $\cap_{y \in D_{i}}\left(N_{G}(y) \cap N_{G}(v)\right) \supseteq N_{G}(C)$ for all $i \in[0, p]$ and $N_{G}\left(D_{i}\right) \subseteq \cap_{x \in C}\left(N_{G}(x) \cap N_{G}(v)\right)$ for all $i \in[p+1, q]$.

Since $N_{G}\left[D_{p}\right] \backslash N_{G}(C) \supseteq D_{p} \neq \emptyset$, we can define $a=\max \left\{r_{\mathcal{I}}(x): x \in N_{G}\left[D_{p}\right] \backslash N_{G}(C)\right\}+1$. We further let $c=\min \left\{\ell_{\mathcal{I}}(x): x \in C\right\}, d=\max \left\{r_{\mathcal{I}}(x): x \in C\right\}$ and

$$
b= \begin{cases}\min \left\{\ell_{\mathcal{I}}(x): x \in D_{p+1}\right\}-1, & \text { if } p<q \\ a+1, & \text { if } p=q\end{cases}
$$

It is easy to see that $c<d<a<b$. We define a function $f$ from the set $\mathbb{R}$ of reals to itself by putting

$$
f(x)=\frac{(x-d)(b-a)}{c-d}+a
$$

for every $x \in \mathbb{R}$. Note that $f$ is an orientation-reversing affine transformation which maps

$$
[c, d]=\cup_{x \in C} \mathcal{I}(x)
$$

to

$$
[f(d), f(c)]=[a, b]
$$

We are now ready to define another interval representation $\mathcal{I}^{\prime}$ of $G$ as follows:

$$
\mathcal{I}^{\prime}(x)= \begin{cases}{\left[f\left(r_{\mathcal{I}}(x)\right), f\left(\ell_{\mathcal{I}}(x)\right],\right.} & \text { if } x \in C ; \\ {\left[\ell_{\mathcal{I}}(x), f\left(\ell_{\mathcal{I}}(x)\right)\right],} & \text { if } x \in N_{G}(C) \backslash N_{G}\left(D_{p+1}\right) \\ \mathcal{I}(x), & \text { else. }\end{cases}
$$

Utilizing the fact that $N_{G}(C)$ is universal with respect to $\cup_{i=0}^{p} N_{G}\left(D_{i}\right)$ in $G$, it is no hard to check that $\mathcal{I}^{\prime}$ is still an interval representation of $G$. Moreover, it is clear that $\left\{x: \mathcal{I}^{\prime}(x)<\mathcal{I}^{\prime}(v)\right\}=A \backslash C$ and $\left\{x: \mathcal{I}^{\prime}(v)<\mathcal{I}^{\prime}(x)\right\}=B \cup C$, as wanted.

Lemma 4.21 Let $G$ be an interval graph and let $v$ be an admissible vertex of $G$. Let $\mathcal{I}, A, B$ be defined as in Lemma 4.19 Then, at least one of $N_{G}(A) \cap N_{G}(v)$ and $N_{G}(B) \cap N_{G}(v)$ is universal with respect to $N_{G}(v)$ in $G$.

Proof: We assume the opposite. Since $N_{G}(A) \cap N_{G}(v)$ is not universal with respect to $N_{G}(v)$ in $G$, there exist $x \in A$ and $\{a, b\} \subseteq N_{G}(v)$ such that $a \in N_{G}(x) \backslash N_{G}[b]$; since $N_{G}(B) \cap N_{G}(v)$ is not universal with respect to $N_{G}(v)$ in $G$, there exist $y \in B$ and $\{c, d\} \subseteq N_{G}(v)$ such that $c \in N_{G}(y) \backslash N_{G}[d]$.

Note that $r_{\mathcal{I}}(x)<\ell_{\mathcal{I}}(v)<r_{\mathcal{I}}(a)<\ell_{\mathcal{I}}(b)<r_{\mathcal{I}}(v)<\ell_{\mathcal{I}}(y)$ and hence $x, a, v$ is an $x, v$-path avoiding $N_{G}[y]$. Similarly, $y, c, v$ is a $y, v$-path avoiding $N_{G}[x]$. These two paths cannot exist simultaneously as $v$ is admissible in $G$, arriving at a contradiction.

Let $\mathcal{I}$ be an interval representation of a graph $G$. The conjugate of $\mathcal{I}$, denoted $\overleftarrow{\mathcal{I}}$, is the interval representation of $G$ such that $\overleftarrow{\mathcal{I}}(x)=\left[-r_{\mathcal{I}}(x),-\ell_{\mathcal{I}}(x)\right]$ for all $x \in V(G)$. It is easy to see that the first vertex of a 1-perfect ordering of an interval graph $G$ must be admissible. The next theorem asserts that the converse is also true, which can be seen as a characterization of the "end vertices" in interval graphs in terms of interval representation. Note that Gimbel has provided a forbidden subgraph characterization of the end vertices of interval graphs [19, Theorem 1].

Theorem 4.22 Let $G$ be an interval graph and let $v \in V(G)$. Then $v$ is an admissible vertex of $G$ if and only if there exists an interval representation $\mathcal{I}^{\prime}$ of $G$ satisfying $\ell_{\mathcal{I}^{\prime}}(v)=\min \left\{\ell_{\mathcal{I}^{\prime}}(z): z \in V(G)\right\}$, namely $G$ has a 1-perfect ordering starting from $v$.

Proof: We only prove the forward direction. Let $\mathcal{I}, A, B$ and $C$ be defined as in Lemma 4.19
Case 1: $A=\emptyset$ or $B=\emptyset$.
By considering $\overleftarrow{\mathcal{I}}$ if necessary, we may assume $A=\emptyset$. We can choose the required interval representation $\mathcal{I}^{\prime}$ of $G$ to be given by $\mathcal{I}^{\prime}(u)=\mathcal{I}(u)$ for $u \in V(G) \backslash\{v\}$ and $\mathcal{I}^{\prime}(v)=\left[\min _{u \in V(G)} \ell_{\mathcal{I}}(u), r_{\mathcal{I}}(v)\right]$.

CASE 2: We now assume that $A \neq \emptyset$ and $B \neq \emptyset$.
Lemma 4.21 shows that at least one of $N_{G}(A) \cap N_{G}(v)$ and $N_{G}(B) \cap N_{G}(v)$ is universal with respect to $N_{G}(v)$ in $G$. If necessary, by changing $\mathcal{I}$ to its conjugate $\overleftarrow{\mathcal{I}}$, we can always assume that $N_{G}(A) \cap N_{G}(v)$ is universal with respect to $N_{G}(v)$ in $G$.

Let $C_{i}, i \in[p]$, be the connected components of $G[A]$. By Lemma 4.20 there is an interval representation $\mathcal{I}_{1}$ of $G$ such that $A_{1}=\left\{x: \mathcal{I}_{1}(x)<\mathcal{I}_{1}(v)\right\}=A \backslash C_{1}$ and $B_{1}=\left\{x: \mathcal{I}_{1}(x)>\mathcal{I}_{1}(v)\right\}=B \cup C_{1}$. We denote this interval representation $\mathcal{I}_{1}$ of $G$ by $T\left(\mathcal{I}, C_{1}\right)$. In the same manner we can get an interval representation $\mathcal{I}_{2}$ of $G$ such that $\mathcal{I}_{2}=T\left(\mathcal{I}_{1}, C_{2}\right)$, and continuing this way we garner an interval representation $\mathcal{I}_{p}$ of $G$ satisfying $A_{p}=\left\{x: \mathcal{I}_{p}(x)<\mathcal{I}_{p}(v)\right\}=\emptyset$. In view of Case 1 , we conclude that the claim is true.

Corollary 4.23 Let $G$ be an interval graph. Then every ordering of $V(G)$ starting from a good vertex of $G$ is a 1-perfect ordering of $G$.

Proof: By Lemma 4.5 every good vertex of an AT-free graph is admissible. So, the result comes from Theorems 1.1 and 4.22

Lemma 4.24 Let $G$ be an interval graph on $n$ vertices and let $\tau$ be an ordering of $V(G)$. Take $k \in[n]$ and suppose that $\mathcal{I}$ is an interval representation of $G$ which is $(k-1)$-perfect with respect to $\tau$. Assume that $\tau[k, n]$ is the disjoint union of $X_{1}, X_{2}$ and $D$, where $X_{2}$ is a non-clique module of $G, X_{1} \subseteq N_{G}\left(X_{2}\right)$ and $\ell_{\mathcal{I}}(x)>\ell_{\mathcal{I}}(y)$ holds for all $x \in D$ and $y \in X_{2}$. Let $X=X_{1} \cup X_{2}$ and further assume that $\tau(k)$ is a good vertex of $G[X]$ and $X$ is a module in $G[X \cup \tau[k-1]]$. Then $\tau$ is a $k$-perfect ordering of $G$.

Proof: Since $X_{2}$ is not a clique, we have $a<b$ where $a=\min \left\{r_{\mathcal{I}}(z): z \in X_{2}\right\}$ and $b=\max \left\{\ell_{\mathcal{I}}(z)\right.$ : $\left.z \in X_{2}\right\}$.

Since $\tau(k)$ is a good vertex of $G[X]$, by Corollary 4.23, there is an interval representation $\mathcal{I}^{\prime \prime}$ of $G[X]$ such that

$$
\begin{equation*}
\ell_{\mathcal{I}^{\prime \prime}}(\tau(k))=\min \left\{\ell_{\mathcal{I}^{\prime \prime}}(z): z \in X\right\} \tag{36}
\end{equation*}
$$

Up to an orientation-preserving affine transformation, let us assume that

$$
\begin{equation*}
\mathcal{I}^{\prime \prime}(z) \subseteq[a, b] \tag{37}
\end{equation*}
$$

for all $z \in X$. We now define a map $\mathcal{I}^{\prime}$ on $V(G)$ specified by

$$
\mathcal{I}^{\prime}(z)= \begin{cases}\mathcal{I}(z), & \text { if } z \in \tau[k-1] \cup D  \tag{38}\\ \mathcal{I}^{\prime \prime}(z), & \text { if } z \in X_{2} \\ {\left[\ell_{\mathcal{I}^{\prime \prime}}(z), r_{\mathcal{I}}(z)\right],} & \text { if } z \in X_{1}\end{cases}
$$

Claim: The map $\mathcal{I}^{\prime}$ is still an interval representation of $G$, namely

$$
\begin{equation*}
\mathcal{I}^{\prime}(x) \cap \mathcal{I}^{\prime}(y) \neq \emptyset \text { if and only if } \mathcal{I}(x) \cap \mathcal{I}(y) \neq \emptyset \tag{39}
\end{equation*}
$$

for all $x, y \in V(G)$. Note that $\mathcal{I}(x) \cap \mathcal{I}(y) \neq \emptyset$ if and only if either $x y \in E(G)$ or $x=y$.
We divide the proof of the Claim into six possible cases, depending on the choice of $(x, y)$.
CASE 1: $(x, y) \in((\tau[k-1] \cup D) \times(\tau[k-1] \cup D)) \cup\left(X_{2} \times X_{2}\right)$.
This is trivial.
CASE 2: $(x, y) \in X_{1} \times X_{1}$.
As $X_{2}$ is a module of $G$, we know that

$$
\begin{equation*}
x y \in E(G) \tag{40}
\end{equation*}
$$

for all $x \in N_{G}\left(X_{2}\right)$ and $y \in X_{2}$ and hence especially

$$
\begin{equation*}
[a, b] \subseteq \mathcal{I}(x) \tag{41}
\end{equation*}
$$

for all $x \in N_{G}\left(X_{2}\right)$. Recalling $X_{1} \subseteq N_{G}\left(X_{2}\right)$, Eq. (41) implies

$$
\begin{equation*}
r_{\mathcal{I}^{\prime}}(x)=r_{\mathcal{I}}(x) \geq b \tag{42}
\end{equation*}
$$

for $x \in X_{1}$. But Eqs. (37) and (38) tell us

$$
\begin{equation*}
\ell_{\mathcal{I}^{\prime}}(x)=\ell_{\mathcal{I}^{\prime \prime}}(x) \leq b \tag{43}
\end{equation*}
$$

for every $x \in X_{1}$. We thus see that

$$
\begin{equation*}
b \in \mathcal{I}^{\prime}(x) \subseteq \mathcal{I}(x) \tag{44}
\end{equation*}
$$

for every $x \in X_{1}$ and hence Eq. 39 holds for all $(x, y) \in X_{1} \times X_{1}$.
CASE 3: $(x, y) \in\left(X_{1} \times X_{2}\right) \cup\left(X_{2} \times X_{1}\right)$.
By symmetry, we only consider the case that $x \in X_{1}$ and $y \in X_{2}$. By virtue of $X_{1} \subseteq N_{G}\left(X_{2}\right)$ again, Eq. (40) asserts that $x y \in E(G)$. On the other hand, we read from Eq. (38) that $\mathcal{I}^{\prime}(y)=\mathcal{I}^{\prime \prime}(y)$ and we find from Eqs. (37), (43) and (44) that $\mathcal{I}^{\prime}(x) \supseteq \mathcal{I}^{\prime \prime}(x)$. Consequently, as $x y \in E(G)$ and $\mathcal{I}^{\prime \prime}$ is an interval representation of $G[X], \mathcal{I}^{\prime}(x) \cap \mathcal{I}^{\prime}(y) \supseteq \mathcal{I}^{\prime \prime}(x) \cap \mathcal{I}^{\prime \prime}(y) \neq \emptyset$. This then confirms the Claim in this case.

CASE 4: $(x, y) \in\left(X_{2} \times D\right) \cup\left(D \times X_{2}\right)$.
Without loss of generality, we assume $x \in D$ and $y \in X_{2}$. Our assumption on $D$ gives

$$
\begin{equation*}
b=\max \left\{\ell_{\mathcal{I}}(z): z \in X_{2}\right\}<\ell_{\mathcal{I}}(x) \tag{45}
\end{equation*}
$$

Comparing this with Eq. (41) leads to $x y \notin E(G)$. Meanwhile, Eqs. (37) and (38) imply $\mathcal{I}^{\prime}(y) \subseteq[a, b]$ but Eqs. (38) and (45) give

$$
\begin{equation*}
b<\ell_{\mathcal{I}}(x)=\ell_{\mathcal{I}^{\prime}}(x) \tag{46}
\end{equation*}
$$

It follows $\mathcal{I}^{\prime}(x) \cap \mathcal{I}^{\prime}(y)=\emptyset$, as was to be shown.
CASE 5: $(x, y) \in\left(X_{1} \times D\right) \cup\left(D \times X_{1}\right)$.
Let us assume that $x \in D$ and $y \in X_{1}$. By Eq. 444, $b \in \mathcal{I}^{\prime}(y) \subseteq \mathcal{I}(y)$. This along with Eqs. (38) and (46) means that $\mathcal{I}(x) \cap \mathcal{I}(y) \neq \emptyset$ and $\mathcal{I}^{\prime}(x) \cap \mathcal{I}^{\prime}(y) \neq \emptyset$ are both equivalent to the condition $r_{\mathcal{I}}(y) \geq \ell_{\mathcal{I}}(x)$, thereby verifying the Claim.

CASE 6: $(x, y) \in(X \times \tau[k-1]) \cup(\tau[k-1] \times X)$.
We may assume that $x \in \tau[k-1]$ and $y \in X$. Since $\mathcal{I}$ is $(k-1)$-perfect with respect to $\tau$, we know that

$$
\begin{equation*}
\ell_{\mathcal{I}}(x) \leq a . \tag{47}
\end{equation*}
$$

First suppose $x y \notin E(G)$. It must hold $x \notin N_{G}[X]$ as $X$ is a module in $G[X \cup \tau[k-1]]$. This implies that $a \notin \mathcal{I}(x)$ and hence, in view of Eqs. (38) and (47), $r_{\mathcal{I}^{\prime}}(x)=r_{\mathcal{I}}(x)<a$. By Eqs. 37) and 38, $\ell_{\mathcal{I}^{\prime}}(y)=\ell_{\mathcal{I}^{\prime \prime}}(y) \geq a$. Henceforth, $\mathcal{I}^{\prime}(x) \cap \mathcal{I}^{\prime}(y)=\emptyset$, as expected.

Next consider the case that $x y \in E(G)$. Applying the assumption that $X$ is a module in $G[X \cup \tau[k-1]]$, we conclude that $N_{G}(x) \supseteq X$ and so $\mathcal{I}^{\prime}(x)=\mathcal{I}(x) \supseteq[a, b]$. It is clear now that Eqs. 37) and (38) demonstrate that $\mathcal{I}^{\prime}(x) \cap \mathcal{I}^{\prime}(y) \supseteq[a, b] \cap \mathcal{I}^{\prime}(y) \neq \emptyset$. This then completes our proof of the Claim.
From the Claim it is but a short step to the asserted result in the lemma. Indeed, for any $x \in D$, Eqs. (37), (38) and (45) tell us

$$
\ell_{\mathcal{I}^{\prime}}(\tau(k))=\ell_{\mathcal{I}^{\prime \prime}}(\tau(k)) \leq b<\ell_{\mathcal{I}}(x)=\ell_{\mathcal{I}^{\prime}}(x)
$$

Consequently, from Eqs. (36), (38), and the assumption that $\mathcal{I}$ is $(k-1)$-perfect with respect to $\tau$, we can conclude that $\mathcal{I}^{\prime}$ is $k$-perfect with respect to $\tau$. This means that $\tau$ is a $k$-perfect ordering of $G$ and hence we are done.

Lemma 4.25 Let $G$ be a graph on $n$ vertices and pick $k \in[n]$. Assume that $\mathcal{I}$ is a $(k-1)$-perfect interval representation of $G$ with respect to an LBFS ordering $\tau$ of $V(G)$. Then for each $x \in S_{\tau}(k)$ and each $y \in V(G) \backslash\left(S_{\tau}(k) \cup \tau[k-1]\right)$, it holds $\ell_{\mathcal{I}}(x)<\ell_{\mathcal{I}}(y), \tau^{-1}(x)<\tau^{-1}(y)$ and $N_{G}(y) \cap \tau[k-1] \subsetneq$ $N_{G}(x) \cap \tau[k-1]=N_{G}\left(S_{\tau}(k)\right) \cap \tau[k-1]$.

Lemma 4.26 Let $G$ be an interval graph on $n$ vertices and take $k \in[n]$. Suppose that an interval representation $\mathcal{I}$ of $G$ is $(k-1)$-perfect with respect to an ordering $\tau$ of $V(G)$. Let $X$ be a subset of $V(G)$ such that $\tau(k) \in X \subseteq \tau[k, n]$. Let $D=\tau[k, n] \backslash X$. Assume that $\ell_{\mathcal{I}}(x)<\ell_{\mathcal{I}}(y)$ for every $x \in X$ and $y \in D$. If $G[X]$ is a complete graph and $X$ is a module in $G[X \cup \tau[k-1]]$, then $\tau$ is $k$-perfect.

Proof: Assume that $c=\min \left\{\ell_{\mathcal{I}}(x): x \in X\right\}$. We define an interval representation $\mathcal{I}^{\prime}$ of $G$ as follows: $\mathcal{I}^{\prime}(x)=\left[c, r_{\mathcal{I}}(x)\right]$ for $x \in X$ and $\mathcal{I}^{\prime}(x)=\mathcal{I}(x)$ else. It can be checked that $\mathcal{I}^{\prime}$ is $k$-perfect with respect to $\tau$ and so $\tau$ is a $k$-perfect ordering of $G$.

Lemma 4.27 Let $G$ be an interval graph on $n$ vertices. Take $k \in[n]$, let $\tau$ be a $(k-1)$-perfect LBFS ordering of $G$, and pick $T \subseteq S_{\tau}(k)$. Suppose that $\tau(k)$ is a good vertex of $G\left[S_{\tau}(k)\right]$ and that $S_{\tau}(k) \backslash T$ is universal with respect to $S_{\tau}(k)$ in $G$. Then $\tau$ is a $k$-perfect ordering of $G$ provided $S_{\tau}(k)$ is a clique or $T$ is a module of $G$.

Proof: Let $X=S_{\tau}(k), D=\tau[k, n] \backslash X=V(G) \backslash\left(S_{\tau}(k) \cup \tau[k-1]\right)$ and $\mathcal{I}$ be a $(k-1)$-perfect interval representation of $G$ with respect to $\tau$. By Lemma $4.25, \ell_{\mathcal{I}}(x)<\ell_{\mathcal{I}}(y)$ for every $x \in X$ and every $y \in D$. If $X$ is a clique in $G$, then Lemma 4.26 implies that $\tau$ is $k$-perfect. So assume that $X$ is not a clique, which means that $T$ is a non-clique module of $G$. Setting $X_{1}=S_{\tau}(k) \backslash T$ and $X_{2}=T$, an application of Lemma 4.24 then finishes the proof.

Lemma 4.28 Let $G$ be a graph on $n$ vertices. Take $k \in[n]$. Let $\tau$ be a $(k-1)$-perfect LBFS ordering of $G$, let $m=\left|S_{\tau}(k)\right|$ and let $\mathcal{I}$ be a $(k-1)$-perfect interval representation of $G$ with respect to $\tau$. Suppose there exists $u \in S_{\tau}(k)$ such that $\mathcal{I}(\tau(k))<\mathcal{I}(u)$ and there is an LBFS ordering $\sigma$ of $G\left[S_{\tau}(k)\right]$ such that $\sigma(1)=u$ and $\sigma(m)=\tau(k)$. Then $\tau$ is a $k$-perfect ordering of $G$.
Proof: Denote $\tau(k)$ by $w$ and denote $G\left[S_{\tau}(k)\right]$ by $H$. Let $A=\left\{v: \mathcal{I}(v)<\mathcal{I}(w), v \in S_{\tau}(k)\right\}, B=$ $\left\{v: \mathcal{I}(v)>\mathcal{I}(w), v \in S_{\tau}(k)\right\}$ and the connected components of $G[B]$ be $\left\{D_{1}, \ldots, D_{t}\right\}$ with $D_{1}<_{\mathcal{I}}$ $\cdots<\mathcal{I} D_{t}$. Because of $\mathcal{I}(\tau(k))<\mathcal{I}(u)$, we can assume that $u \in D_{j}$ for some $j \in[t]$. Let $D_{0}=\{w\}$,

$$
X=A \cup\left(\cup_{i \in[0, j-1]} N_{H}\left[D_{i}\right]\right) \backslash N_{H}\left(D_{j}\right)
$$

and

$$
\begin{equation*}
D=N_{H}\left(D_{j}\right) \cup\left(\cup_{i \in[j, t]} D_{i}\right) \cup \tau[k+m, n] \tag{48}
\end{equation*}
$$

Observe that

$$
\begin{equation*}
N_{H}\left(D_{i}\right) \subseteq N_{H}\left(D_{j}\right) \tag{49}
\end{equation*}
$$

for every $i \in[j, t]$. It is also easy to see that

$$
\begin{equation*}
V(G)=\tau[k-1] \cup X \cup D \tag{50}
\end{equation*}
$$

If $X$ is a clique in $G$, the result is immediate from Lemma 4.26 . So, let us assume that $X$ is a not a clique. If we can show that $X$ is a module of $G$, then Lemma 4.13 demonstrates that $\tau(k)$ is a good vertex of $G[X]$, and so, by putting $X_{1}=\emptyset$ and $X_{2}=X$, we can apply Lemma 4.24 to complete the proof.

It remains to show that $X$ is a module of $G$. Let $a$ and $b$ be two vertices of $X$. On account of Eqs. (48) and 50, our task is to check the following:

$$
\left\{\begin{array}{l}
N_{G}(a) \cap \tau[k-1]=N_{G}(b) \cap \tau[k-1] \\
N_{G}(a) \cap N_{H}\left(D_{j}\right)=N_{G}(b) \cap N_{H}\left(D_{j}\right) \\
N_{G}(a) \cap\left(\cup_{i \in[j, t]} D_{i}\right)=N_{G}(b) \cap\left(\cup_{i \in[j, t]} D_{i}\right) \\
N_{G}(a) \cap \tau[k+m, n]=N_{G}(b) \cap \tau[k+m, n]
\end{array}\right.
$$

We do this one by one as follows.

- As $a, b \in S_{\tau}(k), N_{G}(a) \cap \tau[k-1]=N_{G}(b) \cap \tau[k-1]$.
- Note that $a, b \notin N_{H}\left[D_{j}\right]$. Thus, it follows from Eq. 49p that $N_{G}(a) \cap D_{i}=N_{G}(b) \cap D_{i}=\emptyset$ for every $i \in[j, t]$.
- Employing Lemma 4.4 for the graph $G\left[S_{\tau}(k)\right]$, we have $N_{H}\left(D_{j}\right) \subseteq N_{H}(x)$ for all $x \in S_{\tau}(k)$ \} $N_{H}\left[D_{j}\right]$. So, as $X \subseteq S_{\tau}(k) \backslash N_{H}\left[D_{j}\right]$, it holds $N_{G}(a) \cap N_{H}\left(D_{j}\right)=N_{G}(b) \cap N_{H}\left(D_{j}\right)=N_{H}\left(D_{j}\right)$.
- Since $u \in S_{\tau}(k)$, it is direct from Lemma 4.25 that $\ell_{\mathcal{I}}(u)<\ell_{\mathcal{I}}(y)$ for each $y \in \tau[k+m, n]$. But for every $x \in X$, we also have $r_{\mathcal{I}}(x)<\ell_{\mathcal{I}}(u)$ and hence $N_{G}(x) \cap \tau[k+m, n]=\emptyset$. This shows $N_{G}(a) \cap \tau[k+m, n]=N_{G}(b) \cap \tau[k+m, n]=\emptyset$.

Lemma 4.29 Let $G$ be an interval graph on $n$ vertices, let $\rho$ be an LBFS ordering of $G$ and let $\tau$ be the output of $\operatorname{LBFS}+(G, \rho)$. Take $k \in[2, n]$. Assume that $S_{\tau}(k)$ is not a clique and $\tau$ is a $(k-1)$-perfect ordering of $G$. Let

$$
\begin{equation*}
\eta=\min \left\{j: \rho(j) \in S_{\tau}(k), S_{\tau}(k) \backslash N_{G}[\rho(j)] \neq \emptyset\right\} \tag{51}
\end{equation*}
$$

If $\rho(\eta)$ flies with respect to $S_{\tau}(k)$ in $\tau$, then $\tau$ is a $k$-perfect ordering of $G$.
Proof: Let $\beta=\max \left\{j: \rho(j) \in S_{\tau}(k)\right\}=\rho^{-1}(\tau(k)), D=V(G) \backslash\left(S_{\tau}(k) \cup \tau[k-1]\right)$ and $\mathcal{I}$ be a $(k-1)$-perfect interval representation of $G$ with respect to $\tau$.

Claim 1: For every $x \in S_{\tau}(k) \backslash N_{G}[\rho(\eta)]$, it holds

$$
\begin{equation*}
N_{G}[x] \subseteq S_{\tau}(k) \cup \tau[k-1] \tag{52}
\end{equation*}
$$

By the assumption that $\rho(\eta)$ flies with respect to $S_{\tau}(k)$ in $\tau$, we can find $y \in D \cap N_{G}(\rho(\eta))$. It follows from Lemma 4.25 that $\ell_{\mathcal{I}}(x)<\ell_{\mathcal{I}}(y)$ and it follows from $y \rho(\eta) \in E(G)$ that $\ell_{\mathcal{I}}(y) \leq r_{\mathcal{I}}(\rho(\eta))$. Therefore, we have $\ell_{\mathcal{I}}(x)<r_{\mathcal{I}}(\rho(\eta))$. In view of $x \notin N_{G}[\rho(\eta)]$, this implies $\mathcal{I}(x)<\mathcal{I}(\rho(\eta))$, which further leads to

$$
\begin{equation*}
r_{\mathcal{I}}(x)<\ell_{\mathcal{I}}(\rho(\eta)) \tag{53}
\end{equation*}
$$

Applying Lemma 4.25 again, we know that

$$
\begin{equation*}
\ell_{\mathcal{I}}(\rho(\eta))<\ell_{\mathcal{I}}(z) \tag{54}
\end{equation*}
$$

for all $z \in D$. Combining Eqs. (53) and (54) yields $x z \notin E(G)$ for all $z \in D$ and so Eq. (52) follows.
CLAIM 2: $\mathcal{I}(\rho(\beta))<\mathcal{I}(\rho(\eta))$.
Owing to Eq. 51), there exists

$$
\begin{equation*}
x \in S_{\tau}(k) \backslash N_{G}[\rho(\eta)] \tag{55}
\end{equation*}
$$

Note that $\eta<\rho^{-1}(x) \leq \beta$ and so Lemma 4.1 gives

$$
\begin{equation*}
L_{G, \rho}^{\eta}(x) \geq_{\rho} L_{G, \rho}^{\eta}(\rho(\beta)) \tag{56}
\end{equation*}
$$

and

$$
\begin{equation*}
L_{G, \rho}^{\eta-1}(x) \geq_{\rho} L_{G, \rho}^{\eta-1}(\rho(\beta)) \tag{57}
\end{equation*}
$$

By Claim 1, Eq. (52) holds and hence, by the minimality of $\eta$ and that $S_{\tau}(k)$ is a slice of $\tau$,

$$
L_{G, \rho}^{\eta-1}(x)=\left(\rho[\eta-1] \cap S_{\tau}(k)\right) \cup\left(\rho[\eta-1] \cap L_{G, \tau}^{k-1}(x)\right) \subseteq L_{G, \rho}^{\eta-1}(y)
$$

for each $y \in S_{\tau}(k)$. Compared with Eq. (57), we arrive at

$$
\begin{equation*}
L_{G, \rho}^{\eta-1}(x)=L_{G, \rho}^{\eta-1}(\rho(\beta)) \tag{58}
\end{equation*}
$$

This enables us to obtain

$$
\begin{equation*}
\rho(\eta) \rho(\beta) \notin E(G) \tag{59}
\end{equation*}
$$

as otherwise we will deduce from Eqs. (55) and (58) that $L_{G, \rho}^{\eta}(x) \subsetneq L_{G, \rho}^{\eta}(\rho(\beta))$, a contradiction with Eq. 56. Owing to Eq. 59], we have either $\mathcal{I}(\rho(\beta))<\mathcal{I}(\rho(\eta))$ or $\mathcal{I}(\rho(\eta))<\mathcal{I}(\rho(\beta))$. Our remaining task is to exclude the latter possibility. Suppose it happens $\mathcal{I}(\rho(\eta))<\mathcal{I}(\rho(\beta))$. As $\rho(\eta)$ flies with respect to $S_{\tau}(k)$ in $\tau$, we find that there is a $z \in D$ such that $\ell_{\mathcal{I}}(z) \leq r_{\mathcal{I}}(\rho(\eta))<\ell_{\mathcal{I}}(\rho(\beta))$, violating Lemma 4.25. This proves Claim 2.

By Lemma 4.13, the ordering $\rho_{1}=\rho^{S_{\tau}(k)}$ induced by $\rho$ is an LBFS ordering of $G\left[S_{\tau}(k)\right]$. We now define a new ordering $\sigma$ of $G\left[S_{\tau}(k)\right]$ by requiring $\sigma(1)=\rho(\eta), \sigma^{-1}(x)<\sigma^{-1}(y)$ for any $x \in S_{\tau}(k) \cap$ $\rho[\eta-1]$ and any $y \in S_{\tau}(k) \backslash \rho[\eta]$, and $\sigma^{-1}\left(y_{1}\right)<\sigma^{-1}\left(y_{2}\right)$ if and only if $\rho_{1}^{-1}\left(y_{1}\right)<\rho_{1}^{-1}\left(y_{2}\right)$ for any $y_{1}, y_{2} \in S_{\tau}(k) \backslash \rho[\eta]$. On account of Eq. (51), $\sigma$ is an LBFS ordering of $G\left[S_{\tau}(k)\right]$ which starts at $\rho(\eta)$ and ends at $\rho(\beta)=\tau(k)$. Because of Claim 2, Lemma 4.28 applies to say that $\tau$ is a $k$-perfect ordering of $G$, as was to be shown.

### 4.5 Main results

Our main algorithm is designed to recognize both unit interval graphs and interval graphs. Correspondingly, we need to verify the correctness of the algorithm with regard to these two recognition tasks.

An MNS type algorithm is an algorithm which visits the vertices of a graph by always choosing one whose set of neighbors already explored is maximal with respect to set inclusion [9]. An ordering produced by an MNS type algorithm is called an MNS ordering. It is clear that generic LBFS and many of its variants by introducing some additional tie-breaking rules are all MNS type algorithms and all LBF S orderings are MNS orderings. In [35], among other things we propose a 3-sweep MNS algorithm for recognizing connected unit interval graphs; see [35, Theorem 9]. We refer the reader to [35] for more information about the 3 -sweep MNS algorithm presented there.

Theorem 4.30 The Four-Sweep LBFS Recognition Algorithm recognizes unit interval graphs correctly.
Proof: We follow the notation used in the algorithm description. Let $G$ be a unit interval graph. By Theorem 1.4 , we need to prove that the output ordering $\tau$ of the Four-Sweep LBFS Recognition Algorithm $(G)$ is a UI-ordering of $G$. Note that $\sigma$ is an MNS ordering of $G, \rho$ is an MNS ordering of $G$ starting from $\sigma(n)$ and $\tau$ is the output of $\operatorname{MNS}+(G, \rho)$. In the case that $G$ is connected, we deduce from [35, Theorem 9] that $\tau$ is a UI-ordering of $G$. If $G$ has more than one connected components, checking the rule of LBFS ${ }^{\star}$ shows that the last three sweeps of LBFS in our algorithm visit the connected components one by one and so the final ordering $\tau$ is still a UI-ordering of $G$.

Theorem 4.31 Let $\rho$ be an output of $\operatorname{LBFS}{ }^{\square}(G)$ where $G$ is an interval graph with $n$ vertices. Let $\tau$ be the ordering produced by LBFS $+(G, \rho)$. Then $\tau$ is an I-ordering of $G$.

Proof: We intend to show that $\tau$ is $n$-perfect. Indeed, we shall proceed by induction on $k$ to show that $\tau$ is a $k$-perfect ordering of $G$ for each $k \in[n]$. Corollary 4.23 confirms the result for $k=1$. Suppose
then $n \geq k>1$ and that $\tau$ is $(k-1)$-perfect. It follows from Lemma 4.13 that $\tau(k)$ is a good vertex of $G\left[S_{\tau}(k)\right]$. Let

$$
\begin{equation*}
\eta=\max \left\{j: \rho(j) \in S_{\tau}(k), \cap_{x \in S_{\tau}(k) \cap \rho[j-1]} N_{G}[x] \supseteq S_{\tau}(k)\right\} \tag{60}
\end{equation*}
$$

and let $T=S_{\tau}(k) \backslash \rho[\eta-1]$.
If $S_{\tau}(k)$ is a clique of $G$ or $T$ is a module of $G$, then we infer from Lemma 4.27 that $\tau$ is a $k$-perfect ordering of $G$.

We now assume that $S_{\tau}(k)$ is not a clique and $T$ is not a module of $G$. Note that in this case Eqs. (51) and (60) give the same definition for $\eta$. Since $T$ is not a module, there exists

$$
\begin{equation*}
z \in N_{G}(T) \backslash\left(\tau[k-1] \cup S_{\tau}(k)\right) \tag{61}
\end{equation*}
$$

such that

$$
\begin{equation*}
T \backslash N_{G}(z) \neq \emptyset \tag{62}
\end{equation*}
$$

If $\rho(\eta)$ flies with respect to $S_{\tau}(k)$ in $\tau$, we may invoke Lemma 4.29 to establish that $\tau$ is a $k$-perfect ordering of $G$.

It remains to show that $\rho(\eta)$ does fly with respect to $S_{\tau}(k)$ in $\tau$. If this were not true, Lemma 4.10 gives

$$
\begin{equation*}
T \subseteq S_{\rho}(\eta) \tag{63}
\end{equation*}
$$

$S_{\rho}(\eta)$ is not a clique and $\rho(\eta)$ does not fly with respect to $S_{\rho}(\eta)$ in $\rho$. By the rule of LBFS ${ }^{\square}(G)$,

$$
\begin{equation*}
S_{\rho}(\eta) \text { is a module of } G \text { and } \rho(\eta) \text { is a good vertex of } S_{\rho}(\eta) \tag{*}
\end{equation*}
$$

The claim $\left(^{*}\right)$ enables us obtain from Lemma 4.15 that

$$
\begin{equation*}
\tau^{-1}(\rho(\eta))=\max \left\{j: \tau(j) \in S_{\rho}(\eta)\right\} \tag{64}
\end{equation*}
$$

It follows from Eq. (60) that $\rho(\eta) \in S_{\tau}(k)$. Thus, Eq. 64) combined with Lemma 4.2 gives

$$
\begin{equation*}
S_{\rho}(\eta) \subseteq \tau[k-1] \cup S_{\tau}(k) \tag{65}
\end{equation*}
$$

Comparing Eqs. 61) and (65) leads to $z \in N_{G}(T) \backslash S_{\rho}(\eta)$ and hence

$$
\begin{array}{rlll}
N_{G}(z) & \supseteq & S_{\rho}(\eta) & \quad \text { (By Eq. 63) and the first part of claim }(*)) \\
& \supseteq T, \quad \text { (By Eq. 63) }
\end{array}
$$

violating Eq. 62). This ends the proof.
Theorem 4.32 The Four-Sweep LBFS Recognition Algorithm recognizes interval graphs correctly.
Proof: Let $G$ be an interval graph with $n$ vertices. Let $\delta, \sigma, \rho$ and $\tau$ be as described in the Four-Sweep LBFS Recognition Algorithm $(G)$. By Lemma 4.17 and Theorem 4.31, $\tau$ is an $I$-ordering of $G$ and so Theorem 1.3 guarantees that $G$ is an interval graph.

## 5 Linear time implementation

To close the paper, let us show that the Four-Sweep LBFS Recognition Algorithm can be implemented in linear time. We note that the generic LBFS and LBFS+ can both be implemented in linear time [5, 13, [20, 21, 46]. In particular, at each step of making a transversal of a graph $G$, say after visiting a subset $T \subseteq V(G)$, we can make use of partition refinement [21] to determine the LBFS slice $S$ in $V(G) \backslash T$ and choose the vertex of $S$ which appears last in the ordering $\phi$ (or appears earliest in the reversal of $\phi$ ) in $O(1)$ time. That is, we can pick a vertex in an LBFS slice with respect to a given ordering $\phi$ in $O(1)$ time. Also observe that it is easy to check in linear time whether or not an ordering is a UI-ordering or/and an I-ordering [4, 13].

Let the input graph $G$ have $n$ vertices and $m$ edges. For each $x \in V(G)$, let $\operatorname{deg}_{G}(x)$ stand for the size of $N_{G}(x)$. Our remaining task is to give a linear time implementation of $\operatorname{LBF} S^{\star}(G, \sigma)$ for producing the ordering $\rho$.

After we get the ordering $\sigma$, we calculate the numbers $\operatorname{deg}_{G}(u)$ and $f_{\sigma}(u)=\max \left\{j: \sigma(j) \in N_{G}[u]\right\}$ for all $u \in V(G)$. This can be done in $O\left(\sum_{u \in V(G)} \operatorname{deg}_{G}(u)+n\right)=O(m+n)$ time.

Then we compute the sets $L_{G, \sigma}^{\sigma^{-1}(u)-1}(u)$ and the numbers $\left|L_{G, \sigma}^{\sigma^{-1}(u)-1}(u)\right|$ for all $u \in V(G)$. This also can be done in $O\left(\sum_{u \in V(G)} \operatorname{deg}_{G}(u)+n\right)=O(m+n)$ time.

Let $\phi$ be an ordering of $V(G)$ such that $f_{\sigma}(\phi(1)) \geq f_{\sigma}(\phi(2)) \geq \cdots \geq f_{\sigma}(\phi(n))$. Since $1 \leq f_{\sigma}(u) \leq n$ for every $u \in V(G)$, we can compute $\phi$ in $O(n)$ time using, say counting sort [3, §8.2].

Similar to the linear implementation of LBFS* in [13] §7], we run three parallel LBFSs: one based on $\sigma$ (say $\rho_{1}$ ), one on the reverse of $\sigma$ (say $\rho_{2}$ ) and one on $\phi$ (say $\rho_{3}$ ). As in the algorithm description, we should put $\rho(1)=\sigma(n)$. We also set $\rho_{1}(1)=\rho_{2}(1)=\rho_{3}(1)=\sigma(n)$. Every time a slice $S_{\rho}(i), i \in[2, n]$, is encountered, the vertex $\sigma\left(\alpha^{\prime}\right)$ is the first vertex of $S_{\rho_{1}}(i)$ in $\sigma$, the vertex $\sigma\left(\beta^{\prime}\right)$ is the first vertex of $S_{\rho_{2}}(i)$ in the reverse of the ordering $\sigma$ and the vertex $w$ is the first vertex of $S_{\rho_{3}}(i)$ in the ordering $\phi$. Note that the paradigm of "partitioning" allows us to pick $\sigma\left(\alpha^{\prime}\right), \sigma\left(\beta^{\prime}\right)$ and $w$ in the three parallel LBFSs, respectively, in $O(1)$ time. Note that after picking a vertex from a slice in a given LBFS, we do not necessarily visit this chosen vertex in the next step. Indeed, the Four-Sweep LBFS Recognition Algorithm will choose one of $\sigma\left(\alpha^{\prime}\right), \sigma\left(\beta^{\prime}\right)$ and $w$ as $\rho(i)$ and we will take $\rho_{1}(i)=\rho_{2}(i)=\rho_{3}(i)=\rho(i)$. Now, what is left to do is to implement efficiently the choice of $\rho(i)$. Let $u \in\left\{\sigma\left(\alpha^{\prime}\right), \sigma\left(\beta^{\prime}\right), w\right\}$ be a vertex which satisfies

$$
\operatorname{deg}_{G}(u)=\min \left\{\operatorname{deg}_{G}\left(\sigma\left(\alpha^{\prime}\right)\right), \operatorname{deg}_{G}\left(\sigma\left(\beta^{\prime}\right)\right), \operatorname{deg}_{G}(w)\right\}
$$

We need $O(1)$ time to find $u$ since the three numbers $\operatorname{deg}_{G}\left(\sigma\left(\alpha^{\prime}\right)\right), \operatorname{deg}_{G}\left(\sigma\left(\beta^{\prime}\right)\right)$ and $\operatorname{deg}_{G}(w)$ have been calculated in advance.

CLAIM: Let $T=N_{G}(u) \cap \rho[i-1] \cap \sigma\left[\alpha^{\prime}-1\right]$. If $|T|<\left|L_{G, \sigma}^{\alpha^{\prime}-1}\left(\sigma\left(\alpha^{\prime}\right)\right)\right|$, then $L_{G, \sigma}^{\alpha^{\prime}-1}\left(\sigma\left(\alpha^{\prime}\right)\right) \backslash \rho[i-1] \neq \emptyset$. If $|T|=\left|L_{G, \sigma}^{\alpha^{\prime}-1}\left(\sigma\left(\alpha^{\prime}\right)\right)\right|$, then $L_{G, \sigma}^{\alpha^{\prime}-1}\left(\sigma\left(\alpha^{\prime}\right)\right) \backslash \rho[i-1]=\emptyset$.

Proof: Since both $u$ and $\sigma\left(\alpha^{\prime}\right)$ belong to $S_{\rho}(i)$, we get $N_{G}\left(\sigma\left(\alpha^{\prime}\right)\right) \cap \rho[i-1]=N_{G}(u) \cap \rho[i-1]$. Henceforth, we have

$$
\begin{align*}
L_{G, \sigma}^{\alpha^{\prime}-1}\left(\sigma\left(\alpha^{\prime}\right)\right) \backslash \rho[i-1] & =L_{G}^{\alpha^{\prime}-1}\left(\sigma\left(\alpha^{\prime}\right)\right) \backslash\left(N_{G}\left(\sigma\left(\alpha^{\prime}\right)\right) \cap \rho[i-1]\right) \\
& =L_{G}^{\alpha^{\prime}-1}\left(\sigma\left(\alpha^{\prime}\right)\right) \backslash\left(N_{G}(\sigma(u)) \cap \rho[i-1]\right)  \tag{66}\\
& =L_{G, \sigma}^{\alpha^{\prime}-1}\left(\sigma\left(\alpha^{\prime}\right)\right) \backslash T .
\end{align*}
$$

If $|T|<\left|L_{G, \sigma}^{\alpha^{\prime}-1}\left(\sigma\left(\alpha^{\prime}\right)\right)\right|$, then Eq. 66] gives $L_{G, \sigma}^{\alpha^{\prime}-1}\left(\sigma\left(\alpha^{\prime}\right)\right) \backslash \rho[i-1] \neq \emptyset$. If $|T|=\left|L_{G, \sigma}^{\alpha^{\prime}-1}\left(\sigma\left(\alpha^{\prime}\right)\right)\right|$, as we surely have $T \subseteq L_{G, \sigma}^{\alpha^{\prime}-1}\left(\sigma\left(\alpha^{\prime}\right)\right)$, Eq. 66 leads to $L_{G, \sigma}^{\alpha^{\prime}-1}\left(\sigma\left(\alpha^{\prime}\right)\right) \backslash \rho[i-1]=\emptyset$, as was to be shown.

After establishing the above claim, we continue illustrating the remaining steps to get $\rho(i)$ in $O\left(\operatorname{deg}_{G}(\rho(i))\right)$ $+O(1)$ time.

- Compute the set $T=N_{G}(u) \cap \rho[i-1] \cap \sigma\left[\alpha^{\prime}-1\right]$ and its size $|T|$. Determine which is true, $|T|<\left|L_{G, \sigma}^{\alpha^{\prime}-1}\left(\sigma\left(\alpha^{\prime}\right)\right)\right|$ or $|T|=\left|L_{G, \sigma}^{\alpha^{\prime}-1}\left(\sigma\left(\alpha^{\prime}\right)\right)\right|$. Since $\operatorname{deg}_{G}(u) \leq \operatorname{deg}_{G}(\rho(i))$, this step can be done in $O\left(\operatorname{deg}_{G}(\rho(i))\right)$ time.
- If $|T|<\left|L_{G, \sigma}^{\alpha^{\prime}-1}\left(\sigma\left(\alpha^{\prime}\right)\right)\right|$, according to the Claim and our algorithm description, we should set $\rho(i)$ to be $\sigma\left(\alpha^{\prime}\right)$.
- If $L_{G, \sigma}^{\alpha^{\prime}-1}\left(\sigma\left(\alpha^{\prime}\right)\right) \backslash \rho[i-1]=\emptyset$, according to the Claim and our algorithm description, we should proceed to check whether or not it holds $f_{\sigma}(w)>\beta^{\prime}$ and this costs $O(1)$ time. If $f_{\sigma}(w)>\beta^{\prime}$, we set $\rho(i)=w$ and else we set $\rho(i)=\sigma\left(\beta^{\prime}\right)$.

In all, we find that the algorithm LBFS ${ }^{\star}$ can be implemented in $O\left(\sum_{v \in V(G)} \operatorname{deg}_{G}(v)+n\right)=O(m+$ $n)$ time. This also means that our Four-Sweep LBFS Recognition Algorithm can be implemented in linear time.
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