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Let Sz(G), Sz∗(G) and W (G) be the Szeged index, revised Szeged index and Wiener index of a graph G. In this

paper, the graphs with the fourth, fifth, sixth and seventh largest Wiener indices among all unicyclic graphs of order

n > 10 are characterized; and the graphs with the first, second, third, and fourth largest Wiener indices among all

bicyclic graphs are identified. Based on these results, further relation on the quotients between the (revised) Szeged

index and the Wiener index are studied. Sharp lower bound on Sz(G)/W (G) is determined for all connected graphs

each of which contains at least one non-complete block. In addition the connected graph with the second smallest

value on Sz∗(G)/W (G) is identified for G containing at least one cycle.

Keywords: Szeged index; Revised Szeged index; Wiener index

1 Introduction

We consider that all graphs in this paper are finite, undirected and simple. We follow the notations and

terminologies in Bondy and Murty (2008) except otherwise stated. Let G = (VG, EG) be a connected

graph with vertex set VG and edge set EG. A connected graph is cyclic if it contains at least one cycle. In

particular, a connected graph G is unicyclic (resp. bicyclic) if |EG| = |VG| (resp. |EG| = |VG|+ 1). For

convenience, let |G| := |VG|.
In the subsequent sections, we use G− v, or G − uv to denote the graph obtained from G by deleting

vertex v ∈ VG, or edge uv ∈ EG, respectively (it is naturally extended if at least two vertices or edges are

deleted). Let G + uv be the graph obtained from G by adding an edge uv 6∈ EG. For a subset S of VG,
let G[S] be the subgraph induced by S. For v ∈ VG, we denote by NG(v) (or N(v) for short) the set of

all neighbors of v in G and let dG(v) = |NG(v)| be the degree of v in G. Call u a pendant vertex or leaf

in G, if dG(u) = 1. We denote by Pn, Cn, Sn and Kn the path, cycle, star and complete graph of order n,
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respectively. We call Ln,r a lollipop if it is obtained by identifying some vertex of Cr with an end-vertex

of Pn−r+1.
For u, v ∈ VG, the distance between u and v in G, denoted by dG(u, v), is the length of a shortest

path connecting u and v. The diameter, d(G), of G is equal to maxu,v∈VG
dG(u, v). For all v ∈ VG, let

ηiG(v) = |{u ∈ VG : d(u, v) = i}|. The symbol ∼= denotes that two graphs in question are isomorphic.

The Wiener index of G is defined as the sum of all distances between pairs of unordered vertices in G,

i.e.,

W (G) =
∑

{u,v}⊆VG

dG(u, v) =
1

2

∑

u∈VG

DG(u), (1)

where DG(u) =
∑

x∈VG
dG(x, u). This distance-based graph invariant was in chemistry introduced back

in Wiener (1947) and in mathematics about 30 years later; Entringer et al. (1976). Nowadays, the Wiener

index is a extensively studied graph invariant; see the reviews Dobrynin et al. (2001, 2002). A collection

of recent papers dedicated to the investigations of the Wiener index; see Knor et al. (2016); Li and Song

(2014); Liu et al. (2016). The problem of finding an upper bound on the Wiener index of a graph is quite

challenging; see Mukwembi and Vetrı́k (2014). Only a few papers considered the upper bounds on the

Wiener index of graphs; see Deng (2007); Zhang et al. (2010); Tang and Deng (2008); Dong and Zhou

(2012).

Given an edge e = uv in G, define three sets with respect to e as follows:

Nu(e) = {w ∈ VG : dG(u,w) < dG(v, w)}, Nv(e) = {w ∈ VG : dG(v, w) < dG(u,w)},

N0(e) = {w ∈ VG : dG(u,w) = dG(v, w)}.

Clearly, VG = Nu(e) ∪ Nv(e) ∪ N0(e). For convenience, let nu(e) = |Nu(e)|, nv(e) = |Nv(e)| and

n0(e) = |N0(e)|. It is easy to see nu(e) + nv(e) + n0(e) = |VG|. If G is bipartite, then N0(e) = ∅ holds

for all e ∈ EG. Consequently, for any bipartite graph G with e ∈ EG, nu(e) + nv(e) = |VG|.
From Dobrynin et al. (2001); Gutman and Polansky (1986); Wiener (1947), we know that, for a tree

T , its Wiener index can be defined alternatively as

W (T ) =
∑

e=uv∈ET

nu(e)nv(e). (2)

Motivated by (2), Gutman (1994) introduced the Szeged index of graph G, which is defined by

Sz(G) =
∑

e=uv∈EG

nu(e)nv(e).

Randić (2002) observed that the vertices at equal distances from the end-vertices of an edge do not

contribute to the Szeged index, and so he proposed the revised Szeged index Sz∗(G) of a graph G as

follows:

Sz∗(G) =
∑

e=uv∈EG

(

nu(e) +
n0(e)

2

)(

nv(e) +
n0(e)

2

)

.

For more recent results on (revised) Szeged index, one may be referred to these in Aouchiche and Hansen

(2010); Ilić (2010); Klavžar and Nadjafi-Arani (2014); Li and Liu (2013); Pisanski and Randić (2010);

Simić et al. (2000); Xing and Zhou (2011).
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By (2) and (1), we know that Sz(T ) = W (T ) holds for any tree T . Then, many researchers focused on

the difference between the Szeged index and the Wiener index on general graphs. Given a graph G, the

difference Sz(G) −W (G) > 0 holds, which was conjectured in Gutman (1994) and proved in Klavžar

et al. (1996). Moreover, Sz(G) = W (G) holds if and only if every block of G is a complete graph, which

was obtained by Dobrynin and Gutman (1994), and see Khodashenas et al. (2011) for another proof.

Nadjafi-Arani et al. (2011) studied the structure of graphs G with Sz(G) − W (G) = k, here k is a

positive integer. In particular, Nadjafi-Arani et al. (2012) identified the graphs for which the difference is

4 and 5. The difference between Sz(G) and W (G) in networks was investigated in Klavžar and Nadjafi-

Arani (2013). Pisanski and Randić (2010) showed that, if G is connected, then Sz∗(G) > Sz(G) with

equality if and only if G is bipartite. Some further results on the difference between the Wiener index and

the (revised) Szeged index were established in Zhang et al. (2016).

The computer program AutoGraphiX was used to study the relationship involving graph invariants;

see Aouchiche et al. (2005); Caporossi and Hansen (2000); Du and Ilić (2013) for more detailed infor-

mation. Hansen et al. (2010) used the computer program AutoGraphiX to generate eight conjectures on

the difference (resp. quotient) between the (revised) Szeged index and Wiener index. Chen et al. (2012,

2014) confirmed three conjectures on the difference between the (revised) Szeged index and Wiener index,

which can be summarized as following three theorems.

Theorem 1.1 (Chen et al. (2012, 2014)). Let G be a connected bipartite graph with n > 4 vertices and

|EG| > n edges. Then Sz(G) −W (G) > 4n − 8. The equality holds if and only if G is composed of a

cycle C4 on 4 vertices and a tree T on n− 3 vertices sharing a single vertex.

Theorem 1.2 (Chen et al. (2014)). Let G be a connected graph with n > 5 vertices with an odd cycle

and girth g > 5. Then Sz(G) −W (G) > 2n− 5. The equality holds if and only if G is composed of a

cycle C5 on 5 vertices, and one tree rooted at a vertex of the C5 or two trees, respectively, rooted at two

adjacent vertices of the C5.

Theorem 1.3 (Chen et al. (2014)). Let G be a connected graph with n > 4 vertices and |EG| > n edges

and with an odd cycle. Then

Sz∗(G)−W (G) >
n2 + 4n− 6

4
.

The equality holds if and only if G is composed of a cycle C3 on 3 vertices and a tree T on n− 2 vertices

sharing a single vertex.

Recently, Li and Zhang (2017) confirmed three additional above conjectures, which are described as

the following three theorems.

Theorem 1.4 (Li and Zhang (2017)). Let G be a cyclic graph of order n > 4.

(i) If G is a bipartite graph, then

Sz∗(G)

W (G)
> 1 +

24(n− 2)

n3 − 13n+ 36

with equality if and only if G is the lollipop Ln,4.

(ii) If G is a non-bipartite graph, then

Sz∗(G)

W (G)
> 1 +

3(n2 + 4n− 6)

2(n3 − 7n+ 12)
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with equality if and only if G is the lollipop Ln,3.

Theorem 1.5 (Li and Zhang (2017)). Let G be a unicyclic graph on n > 4 vertices. Then

Sz(G)

W (G)
6

{

2− 8
n2+7 , if n is odd,

2, if n is even

with equality if and only if G is the lollipop Ln,n−1 if n is odd and the cycle Cn if n is even.

Theorem 1.6 (Li and Zhang (2017)). Let G be a unicyclic graph on n > 4 vertices. Then

Sz∗(G)

W (G)
6

{

2 + 2
n2−1 , if n is odd,

2, if n is even

with equality if and only if G is the cycle Cn.

Li and Zhang (2017) determined sharp lower bounds on Sz(G)/W (G) for cyclic graph with girth at

least 4.

Theorem 1.7 (Li and Zhang (2017)). Let G be a cyclic graph of order n > 5 with girth at least 4.

(i) If G is a bipartite graph, then
Sz(G)

W (G)
> 1 +

24(n− 2)

n3 − 13n+ 36

with equality if and only if G is the lollipop Ln,4.
(ii) If G is a non-bipartite graph, then

Sz(G)

W (G)
> 1 +

6(2n− 5)

n3 − 25n+ 90

with equality if and only if G is the lollipop Ln,5.

Dobrynin and Gutman (1995) showed that Sz(G)/W (G) > 1 with equality if and only if every

block of G is complete, whereas the case that G contains at least one block being non-complete is

open. Based on Theorem 1.4, we may induce that Ln,4 is the unique graph with the smallest value

on Sz∗(G)/W (G) among n-vertex cyclic graphs. How can we determine the graph with second smallest

value on Sz∗(G)/W (G) among n-vertex cyclic graphs? Theorem 1.7 only considers the case for the

graph with girth at least 4, whereas the case for cyclic graph of girth 3 is still open. In order to give

solutions for the above open problems, it is natural and interesting for us to study some further relation on

the quotients between the (revised) Szeged index and Wiener index of connected graphs.

Our paper is organized as follows: In Section 2, we give necessary definitions and state the main results

of the paper. The first result determines the graphs with the fourth, fifth, sixth and seventh largest values

on W (G) among all unicyclic graphs of order n > 10; while the second result characterizes the graphs

with the first four greatest values on W (G) in the class of all bicyclic graphs. These two results will be

proved in Sections 4 and 5, respectively. The third result obtains the sharp lower bound on Sz(G)/W (G)
for all connected graphs each of which contains at least one non-complete block. It, respectively, extends

the results obtained by Dobrynin and Gutman (1995) and Li and Zhang (2017). The last result determines

the cyclic graph G with the second smallest value on Sz∗(G)/W (G), which extends the result obtained

by Li and Zhang (2017). These two theorems are then proved in Section 6. In Section 3, we give some

preliminary results which are used to prove our main results.
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2 Main results

Consider a cycleCr whose vertices are labeled consecutively by v1, v2, . . . , vr. Then let Cr(T1, T2, . . . , Tr)
be an n-vertex graph obtained from Cr and rooted trees Ti’s by identifying the root, say ri, of Ti with

vi on Cr, i = 1, 2, . . . , r. Assume that |VTi
\ {ri}| = ni. Clearly, for i = 1, 2, . . . , r, ni > 0. Thus,

|Cr(T1, T2, . . . , Tr)| =
∑r

i=1 ni + r. In particular, if every rooted tree is a path whose root is just one

of its pendant vertices, then we denote Cr(T1, T2, . . . , Tr) by Cr(Pn1+1, Pn2+1, . . . , Pnr+1). For sim-

. . .



. . .
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Fig. 1: Graphs H0

n,H
1

n, H
2

n and H3

n.

plicity, let H0
n, H

1
n, H

2
n and H3

n be four unicyclic graphs of order n as depicted in Fig. 1. Then, let

An = {Ln,3, Ln,4, H
0
n, H

1
n, H

2
n, H

3
n, C3(Pn−3, P2, P1), C3(Pn−4, P3, P1), C4(Pn−4, P1, P2, P1)}.

Tang and Deng (2008) showed that, among the unicyclic graphs of order n > 6, the graph Ln,3 is

the graph with the largest Wiener index, both C3(Pn−3, P2, P1) and Ln,4 are the graphs with the second

largest Wiener index and H0
n is the graph with the third largest Wiener index. Our first main result in this

paper characterizes the unicyclic graphs of order n > 10 with the fourth, fifth, sixth and seventh largest

Wiener indices.

Theorem 2.1. Let G be a unicyclic graph of order n > 10 and G is not in An.

(i) If n = 10 and G ≇ C3(P5, P4, P1), then W (G) < W (H3
10) = W (H2

10)) < W (H1
10) = W (C3(P5,

P4, P1)) < W (C4(P6, P1, P2, P1)) < W (C3(P6, P3, P1)).

(ii) If n = 11 and G ≇ C3(P6, P4, P1), then W (G) < W (H3
11) = W (H2

11) = W (C3(P6, P4, P1)) <
W (H1

11) < W (C4(P7, P1, P2, P1)) < W (C3(P7, P3, P1)).

(iii) If n > 12, then W (G) < W (H3
n) = W (H2

n) < W (H1
n) < W (C4(Pn−4, P1, P2, P1)) <

W (C3(Pn−4, P3, P1)).

Let K−
4 be the graph obtained from K4 by deleting one of its edges. Then, let B

(1)
n be the n-vertex

graph obtained by identifying an end-vertex of Pn−3 with a 3-degree vertex in K−
4 . For 0 6 s 6 ⌊n−4

2 ⌋,
let B(n, s) be the n-vertex graph obtained by attaching paths Pn−s−4 and Ps, respectively, to two 2-

degree vertices of K−
4 . Given two cycles Cp, Cq, let Bp,q

n be the n-vertex graph obtained by joining Cp

and Cq with a path of length n − p − q + 1. Our next main result characterizes all the n-vertex bicyclic

graphs with the first four largest Wiener indices.

Theorem 2.2. Let G be a bicyclic graph of order n > 6 and G is not in {B(n, 0), B(n, 1), B
(1)
n , B3,3

n }.

(i) If n = 6, then W (G) < W (B
(1)
6 ) < W (B(6, 1)) = W (B3,3

8 ) < W (B(6, 0)).

(ii) If n = 8 and G ≇ B(8, 2), then W (G) < W (B(8, 2)) = W (B
(1)
8 ) < W (B(8, 1)) < W (B3,3

8 )
< W (B(8, 0)).

(iii) If n > 7 and n 6= 8, then W (G) < W (B
(1)
n ) < W (B(n, 1)) < W (B3,3

n ) < W (B(n, 0)).
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H1 H2

. . .

G′ G′′

Fig. 2: Graphs G′ and G′′.

Based on Theorem 2.2, our next main result determines the sharp lower bound on Sz(G)/W (G) for

all connected graphs each of which contains at least one non-complete block.

Theorem 2.3. Let G be an n-vertex connected graph containing at least one non-complete block, n > 5.

Then
Sz(G)

W (G)
> 1 +

12

n3 − 19n+ 54

with equality if and only if G ∼= B
(1)
n .

Based on Theorem 2.1, our last main result characterizes the connected cyclic graph G with the second

smallest value on Sz∗(G)/W (G).

Theorem 2.4. Let G (≇ Ln,4) be a cyclic graph on n > 10 vertices. Then

Sz∗(G)

W (G)
> 1 +

24(n− 2)

n3 − 19n+ 54

with equality if and only if G ∼= H2
n, where H2

n is depicted in Fig. 1.

3 Preliminaries

In this section, we give some preliminary results and definitions which are used to prove our main results

in the subsequent sections.

Lemma 3.1 (Xu and Das (2013)). Let G be an n-vertex bicyclic graph of diameter n − 2. Then G ∈
{B(n, s) : 0 6 s 6 ⌊n−4

2 ⌋}.

Lemma 3.2 (Zhang et al. (2016)). Let G be an n-vertex connected graph of girth r = 3 and at least one

block is non-complete. Then Sz(G)−W (G) > 2, the equality holds if and only if G ∼= G′, where G′ is

depicted in Fig. 2 satisfying each block of H1 (resp. H2) being a complete graph.

Tang and Deng (2008) showed that if G is an n-vertex unicyclic graph with n > 6, then W (G) 6

W (Ln,3). In fact, if n = 4, 5, it is routine to check that this result also holds. Hence,

Lemma 3.3. Let G be a unicyclic graph on n > 4 vertices, then W (G) 6 W (Ln,3).

For the unicyclic graph Cr(T1, T2, . . . , Tr), if the non-trivial rooted trees are just Ti, Tj, . . . , Tk with

i, j, . . . , k ∈ {1, 2, . . . , r}, then we denote it by Ci,j,...,k
r (Ti, Tj , . . . , Tk). In particular, if every non-

trivial tree Tl, l = i, j, . . . , k, is a star whose root is just its maximal degree vertex, then we denote it by

Ci,j,...,k
r (Sni+1, Snj+1, . . . , Snk+1); if every non-trivial tree Tl, l = i, j, . . . , k, is a path whose root is

just an end-vertex, then we denote it by Ci,j,...,k
r (Pni+1, Pnj+1, . . . , Pnk+1).
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Lemma 3.4 (Tang and Deng (2008)). Let Ĝ = Ci,j,...,k
r (Sni+1, Snj+1, . . . , Snk+1) and G̃ =

Ci,j,...,k
r (Pni+1, Pnj+1, . . . , Pnk+1). Then

W (Ĝ) 6 W (G) 6 W (G̃)

for any graph G = Ci,j,...,k
r (Ti, Tj , . . . , Tk) with |Tt| = nt + 1, t = i, j, . . . , k. The equality on the left

(resp. right) holds if and only if G ∼= Ĝ (resp. G ∼= G̃).

Lemma 3.5 (Li and Zhang (2017)). Let G be an n-vertex unicyclic graph with girth r > 5. If r is odd,

then W (G) 6 (n3 − 25n+ 90)/6 with equality if and only if G ∼= Ln,5.

Let Tn(n
l1
1 , n

l2
2 , . . . , n

lk
k ) be an n-vertex tree obtained by identifying one end-vertex for each of l1 paths

of length n1, l2 paths of length n2, . . . , lk paths of length nk. Clearly,
∑k

i=1 lini = n− 1. For simplicity,

let An,k := Tn(n− k− 1, 1k). A leaf in An,k is called a unit leaf if it is adjacent to the unique maximum

degree vertex. Let Ai
n,k be a graph obtained from An,k by adding i edges to connect its unit leaves.

Lemma 3.6 (Deng (2007)). Let T be a tree of order n > 9. If T 6∈ {Pn, Tn(n − 3, 12), Tn(n −
4, 2, 1), Tn(n− 5, 3, 1), G′′}, where G′′ is depicted in Fig. 2. Then

W (T ) < W (Tn(n− 5, 3, 1)) < W (G′′) < W (Tn(n− 4, 2, 1)) < W (Tn(n− 3, 12)) < W (Pn).

By a direct calculation, we may obtain the Wiener index of each n-vertex trees for 5 6 n 6 8 (based

on Table 2 of the Appendix in Cvetković et al. (1979)). Together with Lemma 3.6, one obtains

Lemma 3.7. Let T be a tree of order n > 5. If T 6∈ {Pn, Tn(n − 3, 12)}, then W (T ) < W (Tn(n −
3, 12)) < W (Pn). Furthermore, if n = 8 and T 6∈ {P8, T8(5, 1

2), T8(4, 2, 1), T8(3
2, 1), G′′}, then

W (T ) < W (G′′) < W (T8(3
2, 1)) < W (T8(4, 2, 1)) < W (T8(5, 1

2)) < W (Pn), where G′′ is the tree

on 8 vertices as depicted in Fig. 2.

Lemma 3.8. Let G be a graph obtained from vertex-disjoint connected graphs G1 and G2 by identifying

a vertex of G1 with a vertex of G2 and denote the common vertex by v. Then

W (G) = W (G1) +W (G2) + (|G2| − 1)DG1(v) + (|G1| − 1)DG2(v).

Proof: Note that dG(x, y) = dGi
(x, y) for {x, y} ⊆ VGi

, i = 1, 2. By (1), we have

W (G) =
∑

x,y∈VG1

dG(x, y) +
∑

x,y∈VG2

dG(x, y) +
∑

x∈VG1\{v},

y∈VG2\{v}

dG(x, y)

=
∑

x,y∈VG1

dG1(x, y) +
∑

x,y∈VG2

dG2(x, y) +
∑

x∈VG1\{v},

y∈VG2\{v}

(dG1(x, v) + dG2(v, y))

= W (G1) +W (G2) +
∑

x∈VG1\{v},
y∈VG2\{v}

dG1(x, v) +
∑

x∈VG1\{v},
y∈VG2\{v}

dG2(y, v)

= W (G1) +W (G2) + (|G2| − 1)
∑

x∈VG1\{v}

dG1(x, v) + (|G1| − 1)
∑

y∈VG2\{v}

dG2(y, v)

= W (G1) +W (G2) + (|G2| − 1)DG1(v) + (|G1| − 1)DG2(v),
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as desired.

The following result is a direct consequence of the above lemma.

Corollary 3.9. Let u be a pendant vertex of an n-vertex connected graph G and v be the unique neighbor

of u. Then W (G) = W (G− u) +DG−u(v) + n− 1.

Lemma 3.10. Given a connected graph H containing at least one edge, let G1 be a graph obtained by

identifying a vertex, say v, of H with a vertex in Ck, G2 be a graph obtained by identifying the vertex v
of H with a minimal degree vertex in Lk,3. Then one has W (G1) 6 W (G2) with equality if and only if

k = 3.

Proof: Clearly, if k = 3, then G1
∼= G2. So we consider k > 4 in what follows. By Lemma 3.8, we have

W (G1) = W (H) +W (Ck) + (k − 1)DH(v) + (|H | − 1)DCk
(v),

W (G2) = W (H) +W (Lk,3) + (k − 1)DH(v) + (|H | − 1)DLk,3
(v).

Thus,

W (G1)−W (G2) = W (Ck)−W (Lk,3) + (|H | − 1)(DCk
(v)−DLk,3

(v)). (3)

It is easy to see that |H | > 2. On the one hand, by Lemma 3.3, we have W (Ck) 6 W (Lk,3). On the

other hand, DCk
(v) − DLk,3

(v) 6 k2

4 − k2−k−2
2 = −k2+2k+4

4 < 0 for k > 4. In view of (3), we have

W (G1)−W (G2) < 0, i.e., W (G1) < W (G2), as desired.

Lemma 3.11. Let G be an n-vertex connected graph of diameter at most n− 3. For all v ∈ VG, one has

DG(v) 6 (n2 − n− 6)/2 with equality if and only if G ∈ {Ai
n,4 : i = 0, 1, 2, 3} and v is a non-unit leaf

in Ai
n,4, 0 6 i 6 3.

Proof: Let d be the diameter of G, then by the definition of DG(v) for all v ∈ VG, we have

DG(v) =
∑

x∈VG

dG(x, v)

6 (1 + 2 + · · ·+ d) + d(n− d− 1) (4)

= −
1

2

[

(

d−
2n− 1

2

)2

−
(2n− 1)2

4

]

6
n2 − n− 6

2
. (Since d 6 n− 3) (5)

The equality in (4) holds if and only if there are exactly n− d vertices each of which is of distance d from

v, whereas the equality in (5) holds if and only if d = n− 3. Hence, DG(v) =
n2−n−6

2 if and only if d =
n− 3, v is a non-unit leaf in G and G contains at most 3 unit leaves, i.e., G ∈ {Ai

n,4 : i = 0, 1, 2, 3}.

Lemma 3.12. For the lollipop Ln,r with r < n, if r is even then

W (Ln,r) =
1

6

[

n3 +

(

−
3

2
r2 + 3r − 1

)

n+

(

5

4
r3 − 3r2 + r

)]

.
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Proof: For convenience, let u be the unique vertex of degree 3 in Ln,r. By a direct calculation, we obtain

that W (Cr) =
r3

8 , W (Pn−r+1) =
(n−r+1)(n−r)(n−r+2)

6 , DCr
(u) = 2W (Cr)

r
= r2

4 and DPn−r+1(u) =

1 + 2 + · · · + (n − r) = (n−r)(n−r+1)
2 . Note that u is a cut vertex of Ln,r. Hence, we obtain (based on

Lemma 3.8)

W (Ln,r) = W (Cr) +W (Pn−r+1) + (r − 1)DPn−r+1(u) + (n− r)DCr
(u)

=
r3

8
+

(n− r + 1)(n− r)(n− r + 2)

6
+

(r − 1)(n− r)(n − r + 1)

2
+

r2(n− r)

4

=
1

6

[

n3 +

(

−
3

2
r2 + 3r − 1

)

n+

(

5

4
r3 − 3r2 + r

)]

,

as desired.

Recall thatCr(Pn1+1, Pn2+1, . . . , Pnr+1) is an n-vertex unicyclic graph obtained fromCr = v1v2 . . . vrv1
and paths Pni+1’s by identifying an end-vertex of Pni+1 with vi on the cycle Cr, i = 1, 2, . . . , r.

Lemma 3.13. Let G = Cr(Pn1+1, . . . , Pnk+1, . . . , Pnt+1, . . . , Pnr+1) be an n-vertex unicyclic graph

containing at least two non-trivial rooted paths, say Pnk+1 and Pnt+1.

(i) If
r
∑

i=1
i6=k,t

(ni + 1)dG(vi, vk) 6
r
∑

i=1
i6=k,t

(ni + 1)dG(vi, vt), then

W (G) < W (Cr(Pn1+1, . . . , Pnk−1+1, P1, Pnk+1+1 . . . , Pnt−1+1, Pnk+nt+1, Pnt+1+1 . . . , Pnr+1)).

(ii) If
r
∑

i=1
i6=k,t

(ni + 1)dG(vi, vk) >
r
∑

i=1
i6=k,t

(ni + 1)dG(vi, vt), then

W (G) < W (Cr(Pn1+1, . . . , Pnk−1+1, Pnk+nt+1, Pnk+1+1 . . . , Pnt−1+1, P1, Pnt+1+1 . . . , Pnr+1)).

Proof: For convenience, denote by Pnk+1 = u1u2 . . . unk+1 and Pnt+1 = w1w2 . . . wnt+1, where

u1 = vk, w1 = vt.
(i) Let G1 = G− u1u2 + u2wnt+1, i.e.,

G1 = Cr(Pn1+1, . . . , Pnk−1+1, P1, Pnk+1+1 . . . , Pnt−1+1, Pnk+nt+1, Pnt+1+1 . . . , Pnr+1).

In what follows, we show that W (G) < W (G1).
Let A = (VG\VPnk+1)

⋃

{u1}. Clearly, A = (VG1\VPnk+1)
⋃

{u1}. By the definition of W (G), we

have

W (G) = W (Pnk+1) +
∑

x,y∈A

dG(x, y) +
∑

x∈VPnk+1
\{u1},

y∈A\{u1}

dG(x, y)

= W (Pnk+1) +
∑

x,y∈A

dG(x, y) +
∑

x∈VPnk+1
\{u1},

y∈A\{u1}

(dG(x, vk) + dG(vk, y))

= W (Pnk+1) +
∑

x,y∈A

dG(x, y) + (n− nk − 1)
∑

x∈VPnk+1
\{u1}

dG(x, vk) + nk

∑

y∈A

dG(vk, y).
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Similarly, we have

W (G1) =W (Pnk+1) +
∑

x,y∈A

dG1(x, y) + (n− nk − 1)
∑

x∈VPnk+1
\{u1}

dG1(x,wnt+1)

+ nk

∑

y∈A

dG1(wnt+1, y).

Note that dG(x, y) = dG1(x, y), dG(wnt+1, y) = dG1(wnt+1, y) and dG(z, vk) = dG1(z, wnt+1) for all

x, y ∈ A, z ∈ VPnk+1\{u1}. Hence,

W (G)−W (G1) = nk

∑

y∈A

(dG(vk, y)− dG(wnt+1, y)). (6)

In what follows, we show that the right of (6) is negative. By a direct calculation, we have

∑

y∈A

dG(vk, y) =

r
∑

i=1
i6=k

∑

y∈VPni+1

(dG(vk, vi) + dG(vi, y))

= (nt + 1)dG(vk, vt) +

r
∑

i=1
i6=k,t

(ni + 1)dG(vk, vi) +

r
∑

i=1
i6=k

DPni+1(vi)

and

∑

y∈A

dG(wnt+1, y) =nt + dG(vk, vt) +

r
∑

i=1
i6=k,t

∑

y∈VPni+1

(nt + dG(vt, vi) + dG(vi, y)) +DPnt+1(vt)

=(n− nk − nt − 1)nt + dG(vk, vt) +
r
∑

i=1
i6=k,t

(ni + 1)dG(vt, vi) +
r
∑

i=1
i6=k

DPni+1(vi).

Bearing in mind the condition in (i) we have

∑

y∈A

dG(vk, y)−
∑

y∈A

dG(wnt+1, y) 6 nt(dG(vk, vt)− n+ nk + nt + 1). (7)

If dG(vk, vt) = 1, then dG(vk, vt)− n+ nk + nt + 1 = nk + nt + 2− n = −
∑

i6=k,t(ni +1) 6 −1.
Together with (6) and (7), we have W (G) < W (G1).

If dG(vk, vt) > 2, then one may observe that n−nk−nt−2 =
∑

i6=k,t(ni+1) > 2dG(vk, vt)−2. Thus,

dG(vk, vt)− n+ nk + nt + 1 6 1− dG(vk, vt) 6 −1. Thus, in view of (7) we have
∑

y∈A dG(vk, y) <
∑

y∈A dG(wnt+1, y). Together with (6), we obtain W (G) < W (G1), as desired.

(ii) By the same discussion as in the proof of (i), we may show that (ii) holds, which is omitted here.
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Lemma 3.14. Let Cr(T1, T2, . . . , Tr) be an n-vertex unicyclic graph with girth r > 6. If r is even, then

W (Cr(T1, T2, . . . , Tr)) 6
n3 − 37n+ 168

6

with equality if and only if Cr(T1, T2, . . . , Tr) ∼= Ln,6 if n 6= 8 and Cr(T1, T2, . . . , Tr) ∼= L8,6 or L8,8,
otherwise.

Proof: Repeated using Lemmas 3.4 and 3.13 yields

W (Cr(T1, T2, . . . , Tr)) 6W (Ln,r) (8)

=
1

6

[

n3 +

(

−
3

2
r2 + 3r − 1

)

n+

(

5

4
r3 − 3r2 + r

)]

. (By Lemma 3.12)

The equality in (8) holds if and only if G ∼= Ln,r.
In order to complete the proof, it suffices to compare the Wiener index of Ln,6 with that of Ln,r for

r > 8. In fact, if r > 8 then by a direct calculation we have

W (Ln,6)−W (Ln,r) =
1

6

[(

3

2
r2 − 3r − 36

)

n−

(

5

4
r3 − 3r2 + r − 168

)]

>
1

6

[(

3

2
r2 − 3r − 36

)

r −

(

5

4
r3 − 3r2 + r − 168

)]

(9)

=
1

6

(

1

4
r3 − 37r + 168

)

> 0, (10)

where (9) follows by the fact that n > r and 3
2r

2 − 3r − 36 > 0 for r > 8; the equality in (9) holds if

and only if n = r; whereas (10) follows by r > 8; the equality in (10) holds if and only if r = 8. Hence,

if r > 8, then W (Ln,6) = W (Ln,r) holds if and only if n = r = 8. That is to say, W (L8,6) = W (L8,8).

By Lemma 3.12, one has Ln,6 = n3−37n+168
6 . Hence, together with (8)–(10), it follows that W (Cr(T1,

T2, . . . , Tr)) 6
n3−37n+168

6 . The equality holds if and only if Cr(T1, T2, . . . , Tr) ∼= Ln,6 if n 6= 8, and

Cr(T1, T2, . . . , Tr) ∼= L8,6 or L8,8 if n = 8, as desired.

Lemma 3.15. Let G be a bicyclic graph of order n with diameter n− 2. Then

Sz(G)

W (G)
> 1 +

12(n− 3)

n3 − 13n+ 30

with equality if and only if G ∼= B(n, 0).

Proof: Note that the diameter ofG is n−2, by Lemma 3.1 we obtainG ∼= B(n, s), where 0 6 s 6 ⌊n−4
2 ⌋.

By a direct calculation, one has

W (B(n, s)) = W (Pn−1) + (1 + 2 + · · ·+ (s+ 1)) + (1 + 2 + · · ·+ (n− s− 3)) + 1

=
(n− 2)(n− 1)n

6
+

(s+ 1)(s+ 2)

2
+

(n− s− 3)(n− s− 2)

2
+ 1 (11)
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and

Sz(B(n, s)) =((n− 1) + 2(n− 2) + · · ·+ s(n− s)) + 2(s+ 2)(n− s− 3) + 2(s+ 1)(n− s+ 2)

+ 1 + ((n− 1) + 2(n− 2) + (n− s− 4)(s+ 4))

=
ns(s+ 1)

2
−

s(s+ 1)(2s+ 1)

6
+ (4s+ 6)n− 4(s+ 2)2 + 1

+
n(n− s− 4)(n− s− 3)

2
−

(n− s− 4)(n− s− 3)(2n− 2s− 7)

6

=
(n− 1)n(n+ 1)

6
+ ns− s2 − 4s− 1. (12)

Note that 0 6 s 6 ⌊n−4
2 ⌋−1.Hence, n > 2s+6.Based on (11), one has W (B(n, s+1))−W (B(n, s)) =

2s+5−n < 0, i.e., W (B(n, s+1)) < W (B(n, s)). By (12) one has Sz(B(n, s+1))−Sz(B(n, s)) =
n− (2s+ 5) > 0, i.e., Sz(B(n, s+ 1)) > Sz(B(n, s)). Thus, we have

W (B(n, ⌊
n− 4

2
⌋)) < W (B(n, ⌊

n− 4

2
⌋ − 1)) < · · · < W (B(n, 1)) < W (B(n, 0)), (13)

Sz(B(n, 0)) < Sz(B(n, 1)) < · · · < Sz(B(n, ⌊
n− 4

2
⌋ − 1)) < Sz(B(n, ⌊

n− 4

2
⌋)),

which implies that

Sz(B(n, 0))

W (B(n, 0))
<

Sz(B(n, 1))

W (B(n, 1))
< · · · <

Sz(B(n, ⌊n−4
2 ⌋ − 1))

W (B(n, ⌊n−4
2 ⌋ − 1))

<
Sz(B(n, ⌊n−4

2 ⌋))

W (B(n, ⌊n−4
2 ⌋))

.

Based on Eqs.(11)-(12), one has W (B(n, 0)) = n3−13n+30
6 and Sz(B(n, 0)) = n3−n−6

6 . Hence,
Sz(G)
W (G) >

Sz(B(n,0))
W (B(n,0)) = n3−n−6

n3−13n+30 = 1 + 12(n−3)
n3−13n+30 . The equality holds if and only if G ∼= B(n, 0).

4 Proof of Theorem 2.1

Let Un be the set of all unicyclic graph onn > 10 vertices. Recall that An = {Ln,3, Ln,4, H
0
n, H

1
n, H

2
n, H

3
n,

C3(Pn−3, P2, P1), C3(Pn−4, P3, P1), C4(Pn−4, P1, P2, P1)}. By a direct calculation, for n > 10, one

has

W (H3
n) = W (H2

n) < W (H1
n) < W (C4(Pn−4, P1, P2, P1)) < W (C3(Pn−4, P3, P1)) < W (H0

n)

< W (C3(Pn−3, P2, P1)) = W (Ln,4) < W (Ln,3). (14)

In particular, W (H1
10) = W (C3(P5, P4, P1)) and W (H2

11) = W (H3
11) = W (C3(P6, P4, P1)).

Note that W (H2
n) = W (H3

n) =
n3−19n+54

6 . Hence, in order to complete the proof, it suffices to show

that W (G) < n3−19n+54
6 for G in Un \ An if n > 12 and for G in Un \ (An

⋃

{C3(Pn−5, P4, P1)}) if

n = 10, 11.

By Lemmas 3.5 and 3.14, one has W (G) < n3−19n+54
6 for all unicyclic graph G of girth r > 5. Hence,

it suffices to consider r = 3, 4. Choose such an n-vertex unicyclic graph G of girth r 6 4 in Un \ An if

n > 12 and in Un \ (An

⋃

{C3(Pn−5, P4, P1)}) if n = 10, 11 such that W (G) is as large as possible.
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In what follows we show that G does not contain at least three non-trivial rooted trees. Otherwise,

assume without loss of generality that T1, Tk are the non-trivial rooted trees with the first two smallest

sizes. Recall that for each rooted tree Ti in G, one has |Ti| = ni + 1. Hence, by Lemma 3.4, we have

G ∼= Cr(Pn1+1, . . . , Pnk+1, . . . , Pnr+1). By Lemma 3.13, we have W (G) < W (H ′) if
∑

i6=1,k(ni +
1)dG(vi, v1) 6

∑

i6=1,k(ni + 1)dG(vi, vk) and W (G) < W (H ′′) otherwise, where

H ′ = Cr(P1, . . . , Pnk−1+1, Pn1+nk+1, Pnk+1+1, . . . , Pnr+1),

H ′′ = Cr(Pn1+nk+1, . . . , Pnk−1+1, P1, Pnk+1+1, . . . , Pnr+1).

If both H ′ and H ′′ are in Un\An if n > 12 or in Un\(An

⋃

{C3(Pn−5, P4, P1)}) if n = 10, 11, then we

obtain a contradiction to the maximality of W (G). Otherwise, if H ′ or H ′′ ∈ An, as H ′ and H ′′ have at

least two non-trivial rooted trees, then H ′ or H ′′ ∈ {C3(Pn−3, P2, P1), C3(Pn−4, P3, P1), C4(Pn−4, P1,
P2, P1)}. Note that T1, Tk are the non-trivial rooted trees with the first two smallest sizes and n1 +
nk > 2, we have H ′ or H ′′ must be graph C3(Pn−4, P3, P1). Together with the fact n > 10, we have

G ∼= C3(Pn−4, P2, P2). By a simple computing, we have W (G) = n3−25n+96
6 < n3−19n+54

6 ; if H ′

or H ′′ ∼= C3(P5, P4, P1), then G must be the graph C3(P5, P3, P2), C3(P4, P4, P2) or C3(P4, P3, P3).
As W (C3(P5, P3, P2)) = 135 < 144,W (C3(P4, P4, P2)) = 133 < 144 and W (C3(P4, P3, P3)) =
129 < 144, we obtain that W (G) < 144 = (103 − 190 + 54)/6; if H ′ or H ′′ ∼= C3(P6, P4, P1), then

G must be the graph C3(P6, P3, P2) or C3(P4, P4, P3). Since W (C3(P6, P3, P2)) = 184 < 196 and

W (C3(P4, P4, P3)) = 176 < 196, we have W (G) < 196 = (113 − 209 + 54)/6, as desired.

Therefore, we obtain that G contains at most two non-trivial rooted trees. Bearing in mind that r = 3
or r = 4. Hence, we proceed by considering the following two possible cases.

Case 1. r = 3. In this case, it suffices to consider the following two subcases.

Subcase 1.1. G contains just one non-trivial rooted tree. Assume, without loss of generality, that T1 is

the non-trivial rooted tree. By Lemma 3.8, we have

W (G) = W (T1) + 2DT1(v1) + 2n− 3. (15)

Note that G 6∈ {Ln,3, H
0
n, H

1
n}. Hence, we have T1 6∈ {Pn−2, Tn−2(n− 5, 12), Tn−2(n− 6, 2, 1)}. This

implies that the diameter of T1 is at most n− 4.
If d(T1) = n− 4, as T1 6∈ {Tn−2(n − 5, 12), Tn−2(n− 6, 2, 1)}, then ηn−4

T1
(v1) 6 1, ηn−5

T1
(v1) 6 1.

Thus,

DT1(v1) = η1T1
(v1) + 2η2T1

(v1) + · · ·+ (n− 5)ηn−5
T1

(v1) + (n− 4)ηn−4
T1

(v1)

6 [1 + 2 + · · ·+ (n− 5) + (n− 4)] + (n− 6)

(

n−4
∑

i=1

ηiT1
(v1)− n+ 4

)

6 [1 + 2 + · · ·+ (n− 5) + (n− 4)] + (n− 6) (As

n−4
∑

i=1

ηiT1
(v1) = n− 3)

6
n2 − 5n

2
.

If d(T1) 6 n− 5, by Lemma 3.11, we have DT1(v1) 6
(n−2)2−(n−2)−6

2 = n2−5n
2 .
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Therefore, we obtain

2DT1(v1) 6 n2 − 5n.

If |G| = 10, then |T1| = 8. Note that T1 6∈ {P8, T8(5, 1
2), T8(4, 2, 1)}. By Lemma 3.7, we have

W (T1) 6 W (T8(3
2, 1)) = 75. By (15) and (4), one has W (G) 6 75+ 50+ 17 = 142 < 144. Hence, (i)

holds in this subcase.

Now we consider that |G| > 11. If T1
∼= G′′ (G′′ is depicted in Fig. 2), then 2DT1(v1) 6 (n− 5)(n−

4)+ 2(n− 3) = n2 − 7n+14. By a direct calculation (based on (15)), we have W (G) 6 n3−31n+120
6 <

n3−19n+54
6 for n > 11. If T1 ≇ G′′, by Lemma 3.6 we have W (T1) 6 W (Tn−2(n − 7, 3, 1)) =

n3−6n2−7n+120
6 . Thus, by (15), we have

W (G) 6
n3 − 6n2 − 7n+ 120

6
+ (n2 − 5n) + 2n− 3

=
n3 − 25n+ 102

6

<
n3 − 19n+ 54

6
. (As n > 11)

Hence, (ii) and (iii) hold in this subcase.

Subcase 1.2. G contains just two non-trivial rooted trees, say T1 and T2. Assume, without loss of

generality, that |T1| > |T2|.
If n2 = 1, then n1 = n− 4. As G ≇ C3(Pn−3, P2, P1), we obtain that T1 ≇ Pn−3. By Lemma 3.7, we

have W (T1) 6 W (Tn−3(n−6, 12)) = (n−5)(n−4)
6 +2 with equality if and only if T1

∼= Tn−3(n−6, 12).
Observe that the diameter of T1 is at most n− 5. Hence,

DT1(v1) = η1T1
(v1) + 2η2T1

(v1) + · · ·+ (n− 5)ηn−5
T1

(v1)

6 [1 + 2 + 3 + · · ·+ (n− 5)] +

(

n−5
∑

i=1

ηiT1
(v1)− n+ 5

)

(n− 5) (16)

= [1 + 2 + 3 + · · ·+ (n− 5)] + (n− 5) (As

n−5
∑

i=1

ηiT1
(v1) = n− 4)

=
(n− 5)(n− 2)

2
, (17)

where the equality in (16) holds if and only if η1T1
(v1) = · · · = ηn−6

T1
(v1) = 1 and ηn−5

T1
(v1) = 2. This

means that T1
∼= Tn−3(n− 6, 12) and v1 is a non-unit leaf in Tn−3(n− 6, 12). As v1 is a cut vertex of G,

we obtain (based on Lemma 3.8)

W (G) = W (T1) +W (L4,3) + 3DT1(v1) + (n− 4)DL4,3(v1)

6
(n− 5)(n− 4)

6
+ 2 + 8 + 3DT1(v1) + 4(n− 4) (18)

6
(n− 5)(n− 4)

6
+ 2 + 8 +

3(n− 5)(n− 2)

2
+ 4(n− 4) (19)

=
n3 − 19n+ 54

6
,
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where the equality in (18) holds if and only if T1
∼= Tn−3(n − 6, 12); the equality in (19) holds if and

only if T1
∼= Tn−3(n− 6, 12) and v1 is a non-unit leaf in Tn−3(n− 6, 12). Thus, G ∼= H3

n. As G 6∈ An,

we have G ≇ H3
n, which implies that W (G) < n3−19n+54

6 .
If n2 = 2, then n1 = n − 5 and T2

∼= P3. This implies that dG(v2) = 3 or 4. If dG(v2) = 3, by a

similar discussion as in the proof of n2 = 1, we can obtain that W (G) 6 n3−25n+90
6 < n3−19n+54

6 for

n > 10. So we only consider the case dG(v2) = 4. Note that |T1| = n − 4. By Lemma 3.7, we have

W (T1) 6 W (Pn−4) = (n−4)(n−5)(n−3))
6 . It is easy to see that DT1(v1) 6 1 + 2 + · · · + (n − 5) =

(n−5)(n−4)
2 . As v1 is a cut vertex of G, by Lemma 3.8 we have

W (G) = W (T1) +W (G[VT2 ∪ {v1, v3}]) + 4DT1(v1) + (n− 5)DG[VT2∪{v1,v3}](v1)

6
(n− 4)(n− 5)(n− 3)

6
+ 15 +

(n− 5)(n− 4)

2
+ 6(n− 5)

=
n3 − 25n+ 90

6

<
n3 − 19n+ 54

6
. (Since n > 10)

Now, we considern2 > 3. For n = 10,we obtain that n1 = 4, n2 = 3 directly. As G ≇ C3(P5, P4, P1),
we have T1 ≇ P5 or T2 ≇ P4. If T1 ≇ P5, then by Lemma 3.7, we have W (T1) 6 W (T5(2, 1

2)) = 18.
Since G[VT2∪{v1, v3}] is a unicyclic graph on 6 vertices, by Lemma 3.3, we haveW (G[VT2∪{v1, v3}]) 6
L6,3 = 31. Observe that the diameters of T1 and T2 are at most 3, we can obtain that DT1(v1) 6

1 + 2 + 3 + 3 = 9 and DG[VT2∪{v1,v3}](v1) 6 1 + 1 + 2 + 3 + 4 = 11. By Lemma 3.8, we have

W (G) = W (T1) +W (G[VT2 ∪ {v1, v3}]) + 3DT1(v1) + 4DG[VT2∪{v1,v3}](v1)

6 18 + 31 + 27 + 44 = 120 < 144.

If T1
∼= P5, then one must have T2 ≇ P4. Thus, T2

∼= S4 and dG(v2) = 5 or dG(v2) = 3. If dG(v2) = 5,

then W (G) = 126 < 144; if dG(v2) = 5, then W (G) = 138 < 144. Hence, (i) holds in this subcase.

For n > 11, by Lemma 3.4, we have G = C3(Pn1+1, Pn2+1, P1). Based on the structure of G and the

fact n1 = n− 3− n2, we have

W (G) = W (Pn1+n2+2) + [1 + 2 + · · ·+ (n1 + 1)] + [1 + 2 + · · ·+ (n2 + 1)]

= W (Pn−1) + [1 + 2 + · · ·+ (n− n2 − 2)] + [1 + 2 + · · ·+ (n2 + 1)]

=
(n− 1)(n− 2)n

6
+

(n− n2 − 2)(n− n2 − 1)

2
+

(n2 + 1)(n2 + 2)

2

= n2
2 − (n− 3)n2 +

n3 − 7n+ 12

6

≤ 9− 3(n− 3) +
n3 − 7n+ 12

6
(As 3 6 n2 6

⌊

n− 3

2

⌋

) (20)

=
n3 − 25n+ 120

6

≤
n3 − 19n+ 54

6
, (As n > 11) (21)
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where the equality in (20) holds if and only if n2 = 3; whereas the equality in (21) holds if and only if

n = 11. That is, G ∼= C3(P6, P4, P1). As G ≇ C3(P6, P4, P1) for n = 11, we have W (G) < n3−19n+54
6 .

Hence, (ii) and (iii) hold in this subcase.

Hence, by Subcases 1.1 and 1.2 we obtain that (i), (ii) and (iii) hold for Case 1.

Case 2. r = 4. In this case, we first consider that G contains just one non-trivial rooted tree, say T1. By

Lemma 3.8, we have

W (G) = W (T1) + 3DT1(v1) + 4n− 8. (22)

Note that G ≇ Ln,4, we have T1 ≇ Pn−3. Bearing in mind that n > 10, together with Lemma 3.7

for n − 3 (> 7), it follows that W (T1) 6 W (Tn−3(n − 6, 12)) = n3−9n2+20n+12
6 . By (17), we have

DT1(v1) 6
(n−5)(n−2)

2 with equality if and only if T1
∼= Tn−3(n − 6, 12) and v1 is a non-unit leaf in

Tn−3(n− 6, 12). Thus, by (22), we have

W (G) 6
n3 − 9n2 + 20n+ 12

6
+ 3DT1(v1) + 4n− 8 (23)

6
n3 − 9n2 + 20n+ 12

6
+

3(n− 5)(n− 2)

2
+ 4n− 8 (24)

=
n3 − 19n+ 54

6
.

By Lemma 3.7, the equality in (23) holds if and only if T1
∼= Tn−3(n−6, 12); whereas the equality in (24)

holds if and only if T1
∼= Tn−3(n− 6, 12) and v1 is a non-unit leaf in Tn−3(n− 6, 12). Hence, G ∼= H2

n.

As G 6∈ An, we have G ≇ H2
n, which implies that W (G) < n3−19n+54

6 .
Now we consider the remaining case that G contains just two non-trivial rooted trees. By Lemma 3.4,

up to isomorphism one has G = C4(Pn1+1, Pn2+1, P1, P1) with 0 6 n1 6 n2, or G = C4(Pn1+1, P1,
Pn3+1, P1) with 0 6 n1 6 n3. For the former case, by a direct calculation, one has W (G) = 2n2

1 −

2(n − 4)n1 + n3−13n+36
6 6 2 − 2(n − 4) + n3−13n+36

6 = n3−25n+96
6 < n3−19n+54

6 for n > 10.

For the latter case, bearing in mind that n1 > 2, one has W (G) = n2
1 − (n − 4)n1 + n3−13n+36

6 6

2 − 2(n − 4) + n3−13n+36
6 = n3−25n+96

6 < n3−19n+54
6 for n > 10. Here, (i), (ii) and (iii) are true for

Case 2.

This completes the proof.

5 Proof of Theorem 2.2

In this section, we give the proof of Theorem 2.2. For convenience, let Bk,l,t be the bicyclic graph of

order n obtained from paths Pk+1, Pl+1, Pt+1 by identifying all the left (resp. right) end-vertices as a

new vertex. One often calls Bk,l,t the θ-graph.

Proof of Theorem 2.2. Let Bn be the set of all bicyclic graph on n > 6 vertices. By a direct calculation,

for n > 7, one has

W (B(1)
n ) < W (B(n, 1)) < W (B3,3

n ) < W (B(n, 0)).

In particular, W (B(8, 2)) = W (B
(1)
8 ) and W (B

(1)
6 ) < W (B(6, 1)) = W (B3,3

6 ) < W (B(6, 0)).
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          F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11

Fig. 3: Graphs Fi used in the proof of Theorem 2.2, 1 6 i 6 11.

It is routine to check that W (B
(1)
n ) = (n3 − 19n + 54)/6. Hence, in order to complete the proof, it

suffices to show that W (G) < (n3 − 19n + 54)/6 for all G in Bn \ {B(n, 0), B(n, 1), B
(1)
n , B3,3

n } if

n 6= 8, and for G in B8 \ {B(8, 0), B(8, 1), B
(1)
8 , B3,3

8 , B(8, 2)}) if n = 8.
Note that the diameter of G is at most n − 2. If d(G) = n − 2, then G ∼= B(n, s) for some 0 6 s 6

⌊n−4
2 ⌋. As G 6∈ {B(n, 0), B(n, 1)}, we have s > 2, which implies that n > 8. Note that G ≇ B(8, 2) for

n = 8. Thus, n > 9. Combining with (11) and (13), we obtain W (G) 6 W (B(n, 2)) = n3−25n+102
6 <

n3−19n+54
6 for n > 9. Hence, (ii) and (iii) hold for the case d(G) = n− 2.

If d(G) 6 n− 3, then we show our result by induction on n. When n = 6, we have W (B
(1)
6 ) = 26 and

with the help of Nauty based on McKay and Piperno (2014), we obtain B6\{B(6, 0), B(6, 1), B
(1)
6 , B3,3

6 }
= {B3,4

6 , B1,2,4, B1,3,3, B2,2,3, F1, F2, . . . , F11}, where F1, F2, . . . , F11 are depicted in Fig. 3. By a

direct calculation, one has

W (F1) = 25, W (F4) = 25, W (F7) = 24, W (F10) = 24, W (B1,2,4) = 24,

W (F2) = 23, W (F5) = 24, W (F8) = 25, W (F11) = 25, W (B1,3,3) = 25,

W (F3) = 23, W (F6) = 25, W (F9) = 25, W (B3,4
6 ) = 25, W (B2,2,3) = 23.

Thus, W (G) 6 25 < 26 = W (B
(1)
6 ). That is, (i) is true for n = 6.

Now, consider n > 7. Assume that our result is true for n−1. In order to complete the proof, it suffices

to consider the following two possible cases.

Case 1. G contains pendant vertices. Choose a pendant vertex, say u, in G and let v be its unique

neighbor. Clearly, G− u is a bicyclic graph on n− 1 vertices. By Corollary 3.9, we have

W (G) = W (G− u) +DG−u(v) + n− 1 (25)

Note that the diameter d(G) 6 n− 3. Hence, d(G− u) 6 n− 3.
If d(G − u) = n − 3, then by Lemma 3.1, we have G − u ∼= B(n − 1, s) with 0 6 s 6 ⌊n−5

2 ⌋.

Combining with (13), we obtain W (G − u) 6 W (B(n − 1, 0)) = n3−3n2−10n+42
6 . Observe that v isn’t

a pendant vertex of G − u. Otherwise, d(G) = n− 2, a contradiction. Hence, DG−u(v) 6 1 + 2 + 3 +

· · ·+ (n− 4) + 1 + (n− 5) = n2−5n+4
2 . By (25), we have

W (G) 6
n3 − 3n2 − 10n+ 42

6
+

n2 − 5n+ 4

2
+ n− 1

=
n3 − 19n+ 48

6

<
n3 − 19n+ 54

6
.
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Now, consider that d(G − u) 6 n − 4. If G − u ∼= B3,3
n−1, then by a direct calculation, we have

W (G − u) = n3−3n2−10n+36
6 . Based on the structure of B3,3

n−1, we obtain DG−u(v) 6 1 + 2 + · · · +

(n − 4) + 1 + (n − 4) = n2−5n+6
2 . By (25), one has W (G) 6 n3−3n2−10n+36

6 + n2−5n+6
2 + n − 1 =

n3−19n+48
6 < n3−19n+54

6 , the result holds. Note that d(G− u) 6 n− 4, by Lemma 3.11, we have

DG−u(v) 6
(n− 1)2 − (n− 1)− 6

2
=

n2 − 3n− 4

2
, (26)

the equality in (26) if and only if G− u ∼= B
(1)
n−1 and v is a non-unit leaf in B

(1)
n−1.

If G− u ∼= B
(1)
n−1, then W (G− u) = n3−3n2−16n+72

6 . By (25) and (26), one has

W (G) 6
n3 − 3n2 − 16n+ 72

6
+

n2 − 3n− 4

2
+ n− 1 (27)

=
n3 − 19n+ 54

6
.

By (26), the equality in (27) holds if and only if G − u ∼= B
(1)
n−1 and v is a non-unit leaf in B

(1)
n−1. That

is to say, W (G) = n3−19n+54
6 holds if and only if G ∼= B

(1)
n , which is impossible. Hence, W (G) <

n3−19n+54
6 .

Thus, it is left for us to consider G − u 6∈ {B3,3
n−1, B

(1)
n−1}. By the induction hypothesis, we have

W (G− u) < (n−1)3−19(n−1)+54
6 = n3−3n2−16n+72

6 . Combining with (25) and (26), we obtain W (G) <
n3−3n2−16n+72

6 + n2−3n−4
2 + n− 1 = n3−19n+54

6 , as desired. Therefore, (ii) and (iii) hold for Case 1.

Case 2. G does not contain pendant vertices. In this case, G is either the graph Bp,q
n or the θ-graph

Bk,l,t. So we proceed by distinguishing the following two possible subcases.

Subcase 2.1. G = Bp,q
n . Assume, without loss of generality, that p 6 q. Note that G ≇ B3,3

n , we

have q > 4. As p > 3, by Lemma 3.10, we have W (G) 6 W (B3,q
n ). In what follows, we show that

W (B3,q
n ) < n3−19n+54

6 .

In fact, by Lemma 3.8, one has

W (B3,q
n ) =

{

W (Ln−2,q) + n2 − 3n+ 3 + −q2+2q
2 , if q is even;

W (Ln−2,q) + n2 − 3n+ 3 + −q2+2q−1
2 , if q is odd

(28)

and using Lemma 3.12 for n− 2 and r = 4, one has

W (Ln−2,4) =
(n− 2)2 − 13(n− 2) + 36

6
=

n3 − 6n2 − n+ 54

6
. (29)

If n = 7, then W (L5,q) 6 max{W (L5,4),W (C5)} = 16. By (28), we have W (B3,q
7 ) 6 16 + 72 −

21 + 3 − 4 = 43 < 44 = n3−19n+54
6 , as desired. Now consider n > 8. Note that W (Ln−2,5) =

n3−6n2−13n+132
6 < n3−6n2−n+54

6 and W (Ln−2,6) = n3−6n2−25n+234
6 < n3−6n2−n+54

6 . Combining
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with (28)-(29), we obtain

W (B3,q
n ) 6W (Ln−2,q) + n2 − 3n+ 3− 4 (Since q > 4)

6W (Ln−2,4) + n2 − 3n− 1 (By Lemmas 3.5 and 3.14)

=
n3 − 19n+ 48

6
(By Eq.(29))

<
n3 − 19n+ 54

6
.

Hence, (ii) and (iii) hold for Subcase 2.1.

Subcase 2.2. G = Bk,l,t. In this subcase, k + l + t = n + 1. Assume, without loss of generality, that

k 6 l 6 t and G contains just two vertices, say u1, u2, of degree 3. Clearly, each of the rest vertices is of

degree 2.

Recall that ηiG(x) = |{u|dG(u, x) = i}| for all x ∈ VG. As d(G) 6 ⌊n
2 ⌋, we have ηiG(x) = 0 for

i > ⌊n
2 ⌋. In what follows, we show that if ηi+1

G (x) > 0, then ηiG(x) > 2.
In fact, if ηiG(x) < 2, then ηiG(x) = 1. This implies that there exists a unique vertex u such that

d(u, x) = i. Since ηi+1
G (x) > 0, we obtain that u is a cut vertex of G, a contradiction to the fact that

Bk,l,t contains no cut vertex. Hence, ηiG(x) > 2.
Now we show that our result holds for even n. Similarly, we can also show that our result holds for odd

n, which is omitted here.

Observe that, for all x ∈ VG\{u1, u2}, we have η
n
2

G (x) 6 1. Otherwise, G has at least n + 1 vertices,

a contradiction. Similarly, we have η
n
2

G (u1) = η
n
2

G (u2) = 0, η
n−2
2

G (u1) 6 2 and η
n−2
2

G (u2) 6 2. Thus, for

all x ∈ VG\{u1, u2}, one has

DG(x) =
∑

u∈VG

dG(u, x) =
∑

16i6n
2

iηiG(x) 6 2

(

1 + 2 + · · ·+
n− 2

2

)

+
n

2
=

n2

4
. (30)

For y ∈ {u1, u2}, one has

DG(y) =
∑

u∈VG

dG(u, y) =
∑

16i6 n−2
2

iηiG(y) 6 3 + 2

(

2 + · · ·+
n− 2

2

)

=
n2 − 2n+ 4

4
. (31)

Together with (1) and (30)-(31), it follows that

W (G) =
1

2

∑

x 6=u1,u2

DG(x) +
1

2
DG(u1) +

1

2
DG(u2)

6
n− 2

2
·
n2

4
+

n2 − 2n+ 4

4

=
n3 − 4n+ 8

8

<
n3 − 19n+ 54

6
. (As n > 7)

Hence, (ii) and (iii) hold for Subcase 2.2.

This completes the proof.
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6 Proofs of Theorems 2.3 and 2.4

In this section, we give the proofs of Theorems 2.3 and 2.4.

       H1 H2 H3 H4 H5
H6 H7 H8 H9

Fig. 4: Graphs Hi used in the proof of Theorem 2.3, 1 6 i 6 9.

Proof of Theorem 2.3. If n = 5, then with the help of Nauty based on McKay and Piperno (2014) all

of such graphs are C5, L5,4, B
(1)
5 , H1, H2, . . . , H9, where H1, H2, . . . , H9 are depicted in Fig. 4. By a

direct calculation, we have

Sz(B
(1)
5 )

W (B
(1)
5 )

= 8
7 ,

Sz(C5)
W (C5)

= 4
3 ,

Sz(L5,4)
W (L5,4)

= 7
4 ,

Sz(H1)
W (H1)

= 19
15 ,

Sz(H2)
W (H2)

= 18
7 , Sz(H3)

W (H3)
= 12

7 ,

Sz(H4)
W (H4)

= 18
13 ,

Sz(H5)
W (H5)

= 29
13 ,

Sz(H6)
W (H6)

= 19
13 ,

Sz(H7)
W (H7)

= 4
3 ,

Sz(H8)
W (H8)

= 2, Sz(H9)
W (H9)

= 15
11 .

Thus, B
(1)
5 is the unique extremal graph having minimum value on

Sz(G)
W (G) . Our result holds for n = 5.

Now, we assume that n > 6. Note that at least one block of G is non-complete. Hence, G contains at

least one cycle and its diameter d(G) 6 n − 2. For convenience, let r be the girth of graph G. Then if

r > 4, by Theorem 1.7, we have

Sz(G)

W (G)
> min

{

1 +
24(n− 2)

n3 − 13n+ 36
, 1 +

6(2n− 5)

n3 − 25n+ 90

}

= 1 +
6(2n− 5)

n3 − 25n+ 90
> 1 +

12

n3 − 19n+ 54
. (32)

So, in what follows, it suffices to consider graph G of girth r = 3. In order to complete our proof, we

distinguish the following two cases d(G) = n− 2 and d(G) 6 n− 3.

If d(G) = n− 2, then there exists an induced path Pn−1 in G. Note that r = 3 and at least one block

is non-complete, we obtain that G contains only one vertex in VG \VPn−1 such that it must be adjacent to

just three vertices of Pn−1. Thus, G is a bicyclic graph. By Lemma 3.15, we have

Sz(G)

W (G)
> 1 +

12(n− 3)

n3 − 13n+ 30
> 1 +

12

n3 − 19n+ 54
. (33)

If d(G) 6 n − 3, then G ≇ B3,3
n (based on the fact that G contains at least one non-complete block).

Note that W (G) < W (G− e) for any non-cut edge e ∈ EG. Thus, we may repeatedly delete the non-cut

edges of G until the resulting graph is a bicyclic graph G1 such that W (G) 6 W (G1). If G1
∼= B(n, s)

for some 0 6 s 6 ⌊n−4
2 ⌋, as G ≇ B(n, s), then there exist some edges e1, e2, . . . , ek, k > 1, such that
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u3 v3 u4 v4u1
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(c) (d)(a) (b)

· · ·· · ·· · ·

· · ·· · ·

Fig. 5: Graphs (a), (b), (c), (d) used in the proofs of Theorems 2.3 and 2.4.

G = G1 + {e1, e2, . . . , ek}, where G1 is depicted in Fig. 5(a). Now we construct a new bicyclic graph

G2 as follows:

G2 = G1 − u1v1 + e1.

Clearly, G2 is not in {B3,3
n }

⋃

{B(n, s) : s = 0, 1, . . . , ⌊n−4
2 ⌋}. It is routine to check that G = G2 +

{u1v1, e2, . . . , ek}. Thus, W (G) < W (G2).

If G1
∼= B3,3

n , as G ≇ B3,3
n , then there exist some edges e1, e2, . . . , et, t > 1, such that G = G1 +

{e1, e2, . . . , et}, where G1 is depicted in Fig. 5(b). Now we construct a new bicyclic graph G3 as follows:

G3 = G1 − u2v2 + e1.

Clearly, G3 is not in {B3,3
n }

⋃

{B(n, s) : s = 0, 1, . . . , ⌊n−4
2 ⌋}. It is routine to check that G = G3 +

{u2v2, e2, . . . , et}. Thus, W (G) < W (G3).
Thus, we may assume that G1 is not in {B3,3

n }
⋃

{B(n, s) : s = 0, 1, . . . , ⌊n−4
2 ⌋}. By Theorem 2.2, we

have W (G1) 6
n3−19n+54

6 , the equality holds if and only if G1
∼= B

(1)
n . Together with W (G) 6 W (G1),

we can obtain that W (G) 6 n3−19n+54
6 with equality if and only if G ∼= B

(1)
n . By Lemma 3.2, we have

Sz(G)−W (G) > 2. Therefore,

Sz(G)

W (G)
− 1 =

Sz(G)−W (G)

W (G)

>
6(Sz(G)−W (G))

n3 − 19n+ 54
(34)

>
12

n3 − 19n+ 54
, (35)

where the equality in (34) holds if and only if G ∼= B
(1)
n ; while the equality in (35) holds if and only if

G ∼= G′, where G′ is depicted in Fig. 2. Hence, G ∼= B
(1)
n .

Therefore, in view of (32), (33) and (35), we have
Sz(G)
W (G) > 1 + 12

n3−19n+54 with equality if and only if

G ∼= B
(1)
n , as desired.

Now, we determine the second smallest value on Sz∗(G)/W (G) among all connected cyclic graphs.

Proof of Theorem 2.4. It is straightforward to check that
Sz∗(H2

n)
W (H2

n)
= 1+ 24(n−2)

n3−19n+54 . Note that
Sz∗(G)
W (G) >

1 + 3(n2+4n−6)
2(n3−7n+12) if G is a non-bipartite graph; whereas

Sz∗(G)
W (G) > 1 + 24(n−2)

n3−13n+36 if G is a bipartite

graph and the equality holds if and only if G ∼= Ln,4. Hence, combining with Theorem 1.4, it suffices
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to characterize the bipartite graphs with the smallest value on Sz∗(G)/W (G) for G ≇ Ln,4. We may

complete our proof by comparing this smallest value with 1 + 3(n2+4n−6)
2(n3−7n+12) .

Let G be a bipartite graph with at least one cycle and G ≇ Ln,4. In this case, Sz∗(G) = Sz(G). If

G ∼= C4(Pn−4, P1, P2, P1), then by a direct calculation, we have

Sz∗(G)

W (G)
= 1 +

36(n− 3)

n3 − 19n+ 66
> 1 +

24(n− 2)

n3 − 19n+ 54
.

Now, considerG ≇ C4(Pn−4, P1, P2, P1). Note that W (G) < W (G−e) for any non-cut edge e ∈ EG.
Thus, we may repeatedly delete the non-cut edges of G until the resulting graph is a unicyclic graph G1

such that W (G) 6 W (G1). Clearly, G1 is bipartite. If G1
∼= Ln,4, as G 6∼= Ln,4, then there exist some

edges e1, e2, . . . , ek, k ≥ 1, such that G = G1 + {e1, e2, . . . , ek}, where G1 is depicted in Fig. 5(c).

Then we construct a new unicyclic graph G2 as follows:

G2 = G1 − u3v3 + e1.

Clearly, G2 is not in {Ln,4, C4(Pn−4, P1, P2, P1)}. It is routine to check thatG = G2+{u3v3, e2, . . . , ek}.
Thus, W (G) < W (G2).

If G1
∼= C4(Pn−4, P1, P2, P1), as G ≇ C4(Pn−4, P1, P2, P1), then there exist some edges e1, e2, . . . ,

et, t > 1, such that G = G1 + {e1, e2, . . . , et}, where G1 is depicted in Fig. 5(d). Then we construct a

new unicyclic graph G3 as follows:

G3 = G1 − u4v4 + e1.

Clearly, G3 is not in {Ln,4, C4(Pn−4, P1, P2, P1)}. It is routine to check thatG = G3+{u4v4, e2, . . . , et}.
Thus, W (G) < W (G3).

Thus, we may assume that G1 is not in {Ln,4, C4(Pn−4, P1, P2, P1)}. By Theorem 2.1, we have

W (G1) 6
n3−19n+54

6 , the equality holds if and only if G1
∼= H2

n, H
3
n if n > 12, G1

∼= H2
11, H

3
11

or C3(P6, P4, P1) if n = 11 and G1
∼= H2

10, or H3
10 if n = 10. Together with the fact W (G) 6 W (G1)

and G is bipartite, we can obtain that W (G) 6 n3−19n+54
6 with equality if and only if G ∼= H2

n if n > 10.
By Theorem 1.1, we have Sz∗(G)−W (G) > 4n− 8. Therefore,

Sz∗(G)

W (G)
− 1 =

Sz∗(G)−W (G)

W (G)

>
6(Sz(G)−W (G))

n3 − 19n+ 54
(36)

>
24(n− 2)

n3 − 19n+ 54
, (37)

where the equality in (36) holds if and only if G ∼= H2
n if n > 10; by Theorem 1.1, the equality in (37)

holds if and only if G is composed of a cycle C4 on 4 vertices, and one tree rooted at a vertex of the C4.

Hence,
Sz∗(G)
W (G) = 1+ 24(n−2)

n3−19n+54 with equality if and only if G ∼= H2
n.

Note that
3(n2+4n−6)
2(n3−7n+12) >

24(n−2)
n3−19n+54 for n > 10. Thus, we have

Sz∗(G)
W (G) > 1+ 24(n−2)

n3−19n+54 with equality

if and only if G ∼= H2
n.

This completes the proof.
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