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Convergence to the coalescent and its
relation to the time back to the most recent
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For the class of haploid exchangeable population models with non-overlapping generations and population size N it is
shown that, as N tends to infinity, convergence of the time-scaled ancestral process to Kingman’s coalescent and con-
vergence in distribution of the scaled times back to the most recent common ancestor (MRCA) to the corresponding
times back to the MRCA of the Kingman coalescent are equivalent.

Extensions of this equivalence are derived for exchangeable population models being in the domain of attraction of a
coalescent process with multiple collisions. The proofs are based on the property that the total rates of a coalescent
with multiple collisions already determine the distribution of the coalescent.

It is finally shown that similar results cannot be obtained for the full class of exchangeable coalescents allowing
for simultaneous multiple collisions of ancestral lineages, essentially because the total rates do not determine the
distribution of a general exchangeable coalescent.

Keywords: absorption time, ancestral process, coalescent, exchangeability, most recent common ancestor, simulta-
neous multiple collisions

1 Introduction
Coalescent theory has been proven to be a powerful tool to analyse the ancestry of a sample of n individ-
uals (genes, particles, DNA-sequences) taken from a large (haploid) population. In the literature a variety
of convergence results can be found ([13], [17], [18]) which ensure convergence to a coalescent process,
in particular, to the Kingman coalescent ([5] - [8], [9]).

In its kernel coalescent theory boils down to a collection of methods, formulas, and convergence results
for the class of exchangeable population models with non-overlapping generations and fixed population
size N ∈ N := {1, 2, . . .} introduced by Cannings ([1], [2]). These models assume that each individual
i ∈ {1, . . . , N} in generation r produces a random number ν

(r)
i of offspring and that the offspring of all

the N individuals of generation r form the following (r+1)-th generation. Since the total population size
is assumed to be fixed (= N ), the relation ν

(r)
1 + · · ·+ ν

(r)
N = N has to be satisfied for each generation r.

Therefore, for fixed r the offspring variables cannot be stochastically independent, except for the trivial
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case when ν
(r)
i ≡ 1 for all i ∈ {1, . . . , N}. It is therefore assumed that, for each fixed generation r,

the offspring sizes ν
(r)
1 , . . . , ν

(r)
N are exchangeable, i.e. the joint distribution of (ν(r)

π1 , . . . , ν
(r)
πN ) does not

depend on the permutation π of the indices 1, . . . , N . It is furthermore assumed that the random vectors
ν(r) := (ν(r)

1 , . . . , ν
(r)
N ), r ∈ Z, are independent and identically distributed, which makes the model

homogeneous over time. We will often write νi instead of ν
(0)
i for convenience.

In recent years the literature on coalescent processes increased rapidly. More and more problems around
these processes have been addressed and got solved. However, the number of open problems increased as
well. In this paper it is discussed how convergence results for ancestral processes and convergence results
for times back to the most recent common ancestor (MRCA) are related.

The paper is structured as follows. In Sections 2 and 3 we briefly recall the well-known theory on
time-discrete ancestral processes and their convergence to time-continuous limiting coalescent processes
as the total population size N tends to infinity. In Section 4 we show that convergence of the time-
scaled ancestral process always implies the convergence of the corresponding times back to the MRCA
(Proposition 4.1). More delicate is the converse question, i.e. whether the convergence of the times back
to the MRCA already ensures the convergence of the time-scaled ancestral processes to some limiting
ancestral process. The answer to this question depends on the type of the limiting coalescent process.
In Section 5 we give a positive answer to this question for the situation when the population model is in
the domain of attraction of the Kingman coalescent (Proposition 5.1). In Section 6 (see Theorem 6.4)
the result is extended to the class of coalescent processes allowing for multiple collisions. For more
information on such processes we refer to Pitman [15] and Sagitov [16]. In Section 7 we finally verify
that results of this type cannot be extended to the full class of exchangeable coalescent processes ([13],
[17], [18]) allowing for simultaneous multiple mergers of ancestral lineages.

2 Time-discrete coalescent processes
Consider an exchangeable population model with total population size N as introduced in Section 1. Fix
n ∈ {1, . . . , N} and sample n individuals from the current generation. For r ∈ N0 := {0, 1, 2, . . .}
let Rr := R(n)

r (N) denote the random equivalence relation on {1, . . . , n} containing (i, j) if and only
if the individuals i and j have a common ancestor r generations backward in time. It is well known
(Kingman [6]) that R := (Rr)r∈N0 is a time-homogeneous Markov chain with state space En, the set of
all equivalence relations on {1, . . . , n}, and initial state R0 ≡ ∆n := {(i, i) | 1 ≤ i ≤ n}, the diagonal
relation. The transition probabilities pξη = pξη(N) := P (Rr = η |Rr−1 = ξ), ξ, η ∈ En, are equal to
zero for ξ 6⊆ η and equal to

pξη =
(N)a

(N)b
E((ν1)b1 · · · (νa)ba) =: Φ(N)

a (b1, . . . , ba), (1)

for ξ ⊆ η, where (x)0 := 1 and (x)k := x(x − 1) · · · (x − k + 1) for x ∈ R and k ∈ N. Here a = |η|
denotes the number of equivalence classes (blocks) of η, b = |ξ| the number of classes of ξ, and b1, . . . , ba

are the group sizes of merging classes of ξ (⇒ b1 + · · · + ba = b). The process R is called a discrete
ancestral process or a discrete n-coalescent.

The functions Φj := Φ(N)
j , j ∈ {1, . . . , N}, are consistent (see, for example, Eq. (3) of [10]) in the
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sense that

Φa+1(b1, . . . , ba, 1) = Φa(b1, . . . , ba)−
a∑

i=1

Φa(b1, . . . , bi−1, bi + 1, bi+1, . . . , ba) (2)

for a, b1, . . . , ba ∈ N with b := b1 + · · · + ba < N . In the appendix (Lemma 8.1) it is shown that the
consistency (2) implies that the functions Φj , j ∈ {1, . . . , N}, are monotone in the sense that

Φj(k1, . . . , kj) ≤ Φl(m1, . . . ,ml) (3)

for 1 ≤ l ≤ j ≤ N and k1, . . . , kj ,m1, . . . ,ml ∈ N with k1 ≥ m1, . . . , kl ≥ ml and k1 + · · ·+ kj ≤ N .
Instead of considering the random relation Rr it is often convenient to record in a sample of size

n ∈ {1, . . . , N} only the number Dr = D(n)
r (N) := |R(n)

r (N)| of ancestors r generations backward in
time. It is well known and follows easily from (1) that D := (Dr)r∈N0 is a Markov chain with state space
{1, . . . , n}, initial state D0 ≡ n, and transition probabilities pij = pij(N) := P (Dr = j | Dr−1 = i)
given by (see Kingman [5] - [7])

pij =
i!
j!

∑
i1,...,ij∈N

i1+···+ij=i

Φj(i1, . . . , ij)
i1! · · · ij !

=

(
N
j

)(
N
i

) ∑
i1,...,ij∈N

i1+···+ij=i

E
((

ν1

i1

)
· · ·

(
νj

ij

))
, i, j ∈ {1, . . . , n}. (4)

Note that pij = 0 for i < j and, therefore, the transition matrix (pij)i,j∈{1,...,n} has eigenvalues

λi = λi(N) := pii = Φi(1, . . . , 1) = E(ν1 · · · νi), i ∈ {1, . . . , n}. (5)

Obviously, the consistency relation (2) puts certain constraints on the transition probabilities pij . It does
not seem to be straightforward to describe these constraints directly in terms of the pij . The process D is
called the block-counting process or class-counting process.

3 Convergence to time-continuous coalescent processes
The consistency (2) and the monotonicity (3) of the functions Φj , j ∈ {1, . . . , N}, are two important
properties needed in order to prove convergence-to-the-coalescent results. All these convergence-to-the-
coalescent results have of course been stimulated by the seminal work of Kingman [5] and finally led
to a full classification of all possible limiting processes for the case of exchangeable reproduction. For
detailed information on convergence-to-the-coalescent results we refer to [13], [17] and [18]. In order to
state such results we need to introduce for N ∈ N \ {1} the so-called coalescence probability

cN := p21(N) = Φ(N)
1 (2) =

E(ν1(ν1 − 1))
N − 1

=
Var(ν1)
N − 1

,

i.e., the probability that two individuals, randomly chosen from some generation, are descended from the
same parent. Note that cN = 0 if and only if P (ν1 = 1) = 1. The coalescence probability cN (see,
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for example, [9], [13]) is a crucial quantity in coalescent theory. Roughly speaking, the time has to be
measured in units of bt/cNc generations in order to achieve convergence to the coalescent as the total
population size N tends to infinity. The following convergence result is essentially Theorem 2.1 of [13],
however we state this theorem in the notation used in [12].

Theorem 3.1 Assume that cN > 0 for all sufficiently large N , that limN→∞ cN = 0, and that the limits

φj(k1, . . . , kj) := lim
N→∞

Φ(N)
j (k1, . . . , kj)

cN
, (6)

exist for all j ∈ N and k1 ≥ · · · ≥ kj ≥ 2. Then, the limits (6) exist for the wider range of parameters
j, k1, . . . , kj ∈ N satisfying k1 + · · ·+ kj > j and also the limits

φj(1, . . . , 1) := lim
N→∞

Φ(N)
j (1, . . . , 1)− 1

cN

exist for all j ∈ N. Moreover, for each sample size n ∈ N, the time-scaled process (R(n)
bt/cNc(N))t≥0

converges in the Skorohod topology as N tends to infinity to a time-continuous Markov chain (R(n)
t )t≥0,

with transition matrices etQ, t ≥ 0, and generator Q = (qξη)ξ,η∈En with entries

qξη :=
{

φa(b1, . . . , ba) if ξ ⊆ η,
0 otherwise,

where a := |η| and b1, . . . , ba ∈ N are the group sizes of merging classes of ξ.

Note that, in general, the limiting process (R(n)
t )t≥0 allows for simultaneous multiple collisions of ances-

tral lineages. It is therefore called an n-coalescent with simultaneous multiple collisions.
Theorem 3.1 remains valid, if the population size N is replaced by Nl, where (Nl)l∈N is a subsequence

of population sizes satisfying liml→∞ Nl = ∞. In that case of course all limits ‘N → ∞’ appearing in
Theorem 3.1 have to be interpreted as ‘l →∞’.

Convergence to Kingman’s n-coalescent (R(n)
t )t≥0, which allows only for binary mergers of ancestral

lineages, occurs if all the limits in (6) are zero except for φ1(2). The following convergence theorem is
one of the fundamental results of coalescent theory.

Theorem 3.2 Assume that cN > 0 for all sufficiently large N . Then, the following conditions are equiv-
alent.

(i) φ1(3) := limN→∞ Φ(N)
1 (3)/cN = 0, i.e., triple mergers of ancestral lineages are asymptotically

negligible in comparison with binary mergers.

(ii) For each sample size n ∈ N, the time-scaled ancestral process (R(n)
bt/cNc)t≥0 converges in the

Skorohod topology to Kingman’s n-coalescent (R(n)
t )t≥0 as N →∞.

Remark: Note (see Theorem 6.1 of [10]) that Theorem 3.2 remains valid if in (ii) the symbol R is
replaced by D and R

(n)
t by D

(n)
t := |R(n)

t |. There is also an equivalent formulation of (i) in terms of the
eigenvalues λ2 and λ3 introduced in (5), namely
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(iii) lim
N→∞

1− λ3(N)
1− λ2(N)

= 3.

The equivalence of (i) and (iii) is seen as follows. The consistency (2) implies that λ2 = Φ2(1, 1) =
Φ1(1)− Φ1(2) = 1− cN and that λ3 = Φ3(1, 1, 1) = Φ2(1, 1)− 2Φ2(2, 1) = 1− cN − 2Φ2(2, 1), i.e.
Φ2(2, 1) = (1− cN − λ3)/2. Therefore, again using (2),

Φ1(3) = Φ1(2)− Φ2(2, 1) = cN − 1− cN − λ3

2
=

3
2
cN − 1− λ3

2

or, equivalently, 2Φ1(3)/cN = 3 − (1 − λ3)/cN , from which the equivalence of (i) and (iii) follows
immediately.

At the end of Section 5 further equivalent conditions are formulated involving times back to the most
recent common ancestor.

4 Time back to the most recent common ancestor
For N ∈ N and n ∈ {1, . . . , N} let Tn,N := inf{r ∈ N0 : D(n)

r (N) = 1} denote the number of
generations back to the most recent common ancestor (MRCA) of a sample of size n.

Proposition 4.1 Assume that the conditions of Theorem 3.1 or Theorem 3.2 are satisfied. Then, for each
sample size n ∈ N, as N →∞, the scaled time cN Tn,N back to the MRCA converges in distribution to

Tn := inf{t > 0 : D
(n)
t = 1},

where D
(n)
t := |R(n)

t |, t ≥ 0, and (R(n)
t )t≥0 is the limiting n-coalescent with simultaneous multiple

collisions appearing in Theorem 3.1 or Kingman’s n-coalescent appearing in Theorem 3.2.

Proof: Fix n ∈ N and t ≥ 0. By Theorem 3.1 or Theorem 3.2, R(n)
bt/cNc

d→ R
(n)
t as N → ∞. As the

function En 3 ξ 7→ |ξ| ∈ {1, . . . , n} is continuous, it follows that D(n)
bt/cNc

d→ D
(n)
t as N → ∞. Thus,

for t ≥ 0,

P (cNTn,N > t) = P (Tn,N > bt/cNc) = P (D(n)
bt/cNc > 1) → P (D(n)

t > 1) = P (Tn > t),

which implies that cNTn,N
d→ Tn as N →∞. 2

Remark: If the eigenvalues λi := λi(N), i ∈ {1, . . . , N}, are distinct, then there exists the following
alternative proof of Proposition 4.1 based on an explicit formula for the distribution function of Tn,N . Fix
n ∈ N and t ≥ 0. By Lemma 3.1. of [11], for N ≥ n,

P (cNTn,N > t) =
n−1∑
k=1

∑
i0,...,ik

pik,ik−1

1− λik

· · · pi1,i0

1− λi1

k∑
m=1

λ
bt/cNc
im

k∏
j=1
j 6=m

1− λij

λim − λij

, (7)

where the second sum extends over all integers i0, . . . , ik satisfying 1 = i0 < i1 < · · · < ik−1 < ik = n.
Under the conditions of Theorem 3.1 or Theorem 3.2, the asymptotic formula

pij(N) = δij + cNgij + o(cN ), i, j ∈ {1, . . . , n} (8)
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holds, where δij denotes the Kronecker symbol and G = (gij)i,j∈{1,...,n} is the generator of the process
(D(n)

t )t≥0 with entries

gij =
i!
j!

∑
i1,...,ij∈N

i1+···+ij=i

φj(i1, . . . , ij)
i1! · · · ij !

, (9)

i, j ∈ {1, . . . , n}. Now, (8) ensures that, for i, j ∈ {1, . . . , n} with i 6= j,

λ
bt/cNc
i → e−git,

1− λj

λi − λj
→ gj

gj − gi
, and

pij

1− λi
→ gij

gi
=: rij

with gi := −gii, i ∈ N. From (7) it follows that

lim
N→∞

P (cNTn,N > t) =
n−1∑
k=1

∑
i0,...,ik

rik,ik−1 · · · ri1,i0

k∑
m=1

e−gim t
k∏

j=1
j 6=m

gij

gij
− gim

= P (Tn > t). (10)

The alternative proof of Proposition 4.1 is complete.

Remark: Note that the alternative proof above is valid as long as the eigenvalues λ1(N), . . . , λN (N) are
distinct for all sufficiently large N .

The sequence (Tn)n∈N satisfies (see, for example, Eq. (2) of [4]) the distributional recursion T1 = 0
and Tn

d= τn + TIn , n ∈ {2, 3, . . .}, where τn is exponentially distributed with parameter gn and In

is a random variable independent of T2, . . . , Tn−1, τn with distribution P (In = k) = rnk = gnk/gn,
k ∈ {1, . . . , n− 1}.

Under the conditions of Theorem 3.1 or Theorem 3.2 we have, for each n ∈ N, pointwise convergence
of the corresponding transforms limN→∞ E(ezcN Tn,N ) = E(ezTn), z ∈ C, Re(z) < g2.

Under the conditions of Theorem 3.2 (Kingman case), Tn
d= τ2 + · · · + τn, n ∈ N, where τ2, τ3, . . .

are independent random variables and τi is exponentially distributed with parameter gi = i(i − 1)/2,
i ∈ {2, 3, . . .}. In particular,

E(ezTn) =
n∏

i=2

E(ezτi) =
n∏

i=2

gi

gi − z
, z ∈ C,Re(z) < g2.

The rest of this section deals with a result similar to that provided in Proposition 4.1, but for the situation
when the sample size n = nN depends on the total population size N .

Theorem 4.2 Suppose that the conditions of Theorem 3.1 or Theorem 3.2 are satisfied. Then, for any
sequence (nN )N∈N satisfying nN ∈ {1, . . . , N} and limN→∞ nN = ∞, the process (D(nN )

bt/cNc)t≥0

converges in the Skorohod topology to (Dt)t≥0 as N → ∞, where (Dt)t≥0 is a non-increasing Markov
process with state space N and generator G = (gij)i,j∈N with entries (9), i, j ∈ N.

Proof: The proof is identical to that of Theorem 3 in [3]. Note that the formula for the rates gij can be
easily read off from (4) or (9). 2
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Corollary 4.3 Suppose that the conditions of Theorem 3.1 or 3.2 are satisfied. Then, for any sequence
(nN )N∈N satisfying nN ∈ {1, . . . , N} and limN→∞ nN = ∞, the scaled time cNTnN ,N back to the
MRCA converges in distribution to T := inf{t > 0 : Dt = 1}.

Proof: By Theorem 4.2, for t ≥ 0, P (cNTnN ,N > t) = P (D(nN )
bt/cNc > 1) → P (Dt > 1) = P (T >

t). 2 The proof

of Proposition 4.1 shows that, whenever the time-scaled ancestral process (R(n)
bt/cNc)t≥0 converges to an

exchangeable n-coalescent, then the convergence cNTn,N
d→ Tn holds for the corresponding times Tn,N

and Tn back to the MRCA. In the following we are interested in the converse of Proposition 4.1. Is the
convergence cN Tn,N

d→ Tn, n ∈ N, where (Tn)n∈N is some sequence of random variables, sufficient to
ensure convergence in the Skorohod topology of the time-scaled ancestral process (R(n)

bt/cNc)t≥0 to some

n-coalescent process (R(n)
t )t≥0, n ∈ N? The answer to this questions is less obvious and more subtile as

it looks at a first glance. We therefore approach this question in three steps. First we consider the Kingman
case (Section 5). Afterwards, the results are extended to coalescents with multiple collisions (Section 6).
Finally we address this problem for the full class of exchangeable coalescents allowing for simultaneous
multiple collisions of ancestral lineages (Section 7).

5 The Kingman case
The following proposition is a kind of converse of Proposition 4.1 for the Kingman case.

Proposition 5.1 Assume that, for n ∈ {2, 3}, cNTn,N
d→ Tn :=

∑n
i=2 τi as N → ∞, where τ2, τ3 are

independent and τi is exponentially distributed with parameter gi := i(i − 1)/2, i ∈ {2, 3}. Then, the
condition (i) (and hence (ii)) of Theorem 3.2 holds.

Proof: Define µi := 1−λi for convenience. Obviously, cN = p21 = 1− p22 = 1−λ2 = µ2. For n = 2,
Eq. (7) reduces to

P (cNT2,N > t) =
p21

1− λ2
λ
bt/cNc
2 = (1− cN )bt/cNc.

Now let N → ∞ to conclude that limN→∞(1 − cN )bt/cNc = P (T2 > t) = e−g2t = e−t. Taking the
logarithm yields limN→∞bt/cNc log(1 − cN ) = −t. Thus, cN → 0 as N → ∞. Next, consider (7) for
n = 3, i.e.,

P (cNT3,N > t) =
p31

µ3
λ
bt/cNc
3 +

p32

µ3

p21

µ2

(
λ
bt/cNc
2

µ3

µ3 − µ2
+ λ

bt/cNc
3

µ2

µ2 − µ3

)
=

p31

µ3
λ
bt/cNc
3 +

(
1− p31

µ3

)(
λ
bt/cNc
2

µ3

µ3 − µ2
+ λ

bt/cNc
3

µ2

µ2 − µ3

)
,

as p21 = µ2 and p32 = µ3 − p31. Define x := xN := µ2/µ3 and y := yN := p31/p21 = p31/µ2. From
the remark after Theorem 3.2 it is known that x and y are related via

y =
3
2
− 1

2x
.
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We have

P (cNT3,N > t) = xyλ
bt/cNc
3 + (1− xy)

(
λ
bt/cNc
2

1
1− x

+ λ
bt/cNc
3

x

x− 1

)
=

1− xy

1− x
λ
bt/cNc
2 +

x(1− y)
x− 1

λ
bt/cNc
3 =

3
2
λ
bt/cNc
2 − 1

2
λ
bt/cNc
3 , (11)

as xy = (3x− 1)/2 and hence (1− xy)/(1− x) = 3/2. By assumption, as N →∞, (11) converges to

P (T3 > t) =
g3

g3 − g2
e−g2t +

g2

g2 − g3
e−g3t =

3
2
e−t − 1

2
e−3t.

As λ
bt/cNc
2 → e−t, the convergence

lim
N→∞

λ
bt/cNc
3 = e−3t

must hold. Thus, [t/cN ] log(1− µ3) → −3t, and, hence, log(1− µ3)/µ2 → −3, which is only possible,
if µ3/µ2 → 3. Thus, xN → 1/3, or, equivalently, yN → 0, and Proposition 5.1 is established. 2

Remark: For n ∈ N let Tn :=
∑n

i=2 τi, where τ2, τ3, . . . are independent random variables and τi is
exponentially distributed with parameter gi = i(i − 1)/2, i ∈ N \ {1}. Proposition 5.1 together with
Proposition 4.1 show that condition (i) of Theorem 3.2 is equivalent to

(iv) cN Tn,N
d→ Tn as N →∞ for n ∈ {2, 3}.

Since condition (i) of Theorem 3.2 implies (ii) of the same theorem, an application of Theorem 4.1 shows
that (iv) is also equivalent to

(v) cN Tn,N
d→ Tn as N →∞ for all n ∈ N.

6 Multiple collisions
We now generalize Proposition 5.1 to coalescents with multiple collisions. Roughly speaking, we will
verify that convergence of all the times back to the most recent common ancestor already implies conver-
gence of the time-scaled ancestral processes.

Exchangeable coalescents are time-continuous E-valued Markov processes, where E denotes the set of
all equivalence relations on N. During each transition equivalence classes are allowed to merge together.
Pitman [15] and Sagitov [16] independently introduced the class of coalescents allowing for multiple
collisions, also called Λ-coalescents as they can be characterized by a finite measure Λ on the unit interval
[0, 1]. The full class of exchangeable coalescent processes allowing for simultaneous multiple mergers
of ancestral lineages has been studied by Möhle and Sagitov [13] and Schweinsberg [18]. For n ∈ N let
%n : E → En denote the natural restriction to the set En of all equivalence relations on {1, . . . , n}.

Lemma 6.1 Assume that limN→∞ cN = 0. Then there exists a subsequence (Nl)l∈N of positive integers
with liml→∞ Nl = ∞ and an exchangeable coalescent R = (Rt)t≥0 such that, for each sample size
n ∈ N, the time-scaled ancestral process (R(n)

bt/cNl
c)t≥0 converges in the Skorohod topology to (%nRt)t≥0

as l →∞.
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Proof: Let k1, . . . , kj ∈ N with k1 + · · ·+kj > j. The monotonicity (3) ensures that Φ(N)
j (k1, . . . , kj) ≤

Φ1(2) = cN . Thus, the sequence (Φ(N)
j (k1, . . . , kj)/cN )N∈N is bounded. Because these are countable

many such sequences (for each j there are ‘|Nj |−1’ such sequences), there exists a (diagonal) subsequence
(Nl)l∈N with liml→∞ Nl = ∞ such that the limit φj(k1, . . . , kj) := liml→∞ Φ(Nl)

j (k1, . . . , kj)/cNl
ex-

ists for all j, k1, . . . , kj ∈ N with k1 + · · · + kj > j. Now apply Theorem 3.1 (with N replaced by
Nl) to conclude that, for each sample size n, the time-scaled ancestral process (R(n)

bt/cNl
c)t≥0 converges

in the Skorohod topology to R(n) as l → ∞, where R(n) = (R(n)
t )t≥0 is some n-coalescent allow-

ing for simultaneous multiple collisions. The sequence (R(n))n∈N of n-coalescents is consistent in the
sense that for sample sizes m,n ∈ N with m ≤ n the process (%mR

(n)
t )t≥0 is distributional equal to

R(m) = (R(m)
t )t≥0. Therefore, by an application of Kolmogoroff’s extension theorem, there exists an

exchangeable coalescent process R = (Rt)t≥0 such that the distribution of (%nRt)t≥0 coincides with that
of R(n) for all n ∈ N. 2

Lemma 6.2 Assume that limN→∞ cN = 0 and that, for each sample size n ∈ N, the time-scaled number
of generations back to the MRCA cNTn,N converges in distribution to some random variable Wn as

N → ∞. Then, there exists an exchangeable coalescent process R = (Rt)t≥0 such that Wn
d= Tn :=

inf{t > 0 : |%nRt| = 1} for all n ∈ N.

Proof: By Lemma 6.1 there exists a subsequence (Nl)l∈N of positive integers with liml→∞ Nl = ∞ and
some exchangeable coalescent process R = (Rt)t≥0 such that, for each n ∈ N, the time-scaled ancestral
process (R(n)

bt/cNl
c)t≥0 converges in the Skorohod topology to (%nRt)t≥0 as l →∞. In particular, for all

sample sizes n ∈ N and all times t ≥ 0,

P (cNl
Tn,Nl

> t) = P (|R(n)
bt/cNl

c| > 1) → P (|%nRt| > 1) = P (Tn > t),

i.e., cNl
Tn,Nl

d→ Tn as l → ∞ for all n ∈ N. By assumption, cNTn,N
d→ Wn for all n ∈ N. Therefore,

Wn
d= Tn for all n ∈ N. 2

Remark: Let R be an exchangeable coalescent process. In general (see the following section for more
details), the marginal distributions of the times Tn := inf{t > 0 : |%nRt| = 1}, n ∈ {2, 3, . . .}, do
not determine the distribution of R completely. In particular, the uniqueness of the (distribution of the)
coalescent R in Lemma 6.2 is in general not guaranteed. However, if it is in addition know that the
coalescent process R allows only for multiple mergers of ancestral lineages, i.e. if R is a Λ-coalescent
with Λ some finite measure on the unit interval [0, 1], then (see the following Lemma 6.3) the distribution
of R is already uniquely determined by the marginal distributions of the times Tn, n ∈ {2, 3, . . .}.

Lemma 6.3 The measure Λ of a Λ-coalescent R = (Rt)t≥0 is uniquely determined by the marginal
distributions of the times Tn := inf{t > 0 : |%nRt| = 1}, n ∈ {2, 3, . . .}.

Proof: The times Tn can take the value ∞ with positive probability only if Λ ≡ 0. Thus, without loss
of generality we can and do assume that Λ 6= 0, in which case all the random variables Tn, n ∈ N, are
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almost surely real valued. Assume for a moment that Λ is not concentrated in 1. Then, the basic formula

gn+1 − gn = n

∫
[0,1]

(1− x)n−1 Λ(dx), n ∈ N, (12)

(which follows easily from (14)) implies that the sequence (gn)n∈N of total rates is strictly increasing. In
particular, the total rates are pairwise distinct, and, therefore, as in (10), for n ∈ {2, 3, . . .} and t ≥ 0,

P (Tn > t) =
n−1∑
k=1

∑
i0,...,ik

rik,ik−1 · · · ri1,i0

k∑
m=1

e−gim t
k∏

j=1
j 6=m

gij

gij − gim

,

where the probabilities rij := gij/gi, 1 ≤ j < i ≤ n, are the transition probabilities of the jump process
of (|%nRt|)t≥0 and the second sum extends over all integers i0, . . . , ik satisfying 1 = i0 < i1 < · · · <
ik−1 < ik = n. The above formula shows that

P (Tn > t) =
n∑

k=2

anke−gkt, t ≥ 0, (13)

where the ank are some non-zero coefficients which do not depend on t (we do not need to know these
coefficients in detail). If Λ is concentrated in 1, then gk = 1 for all k ∈ {2, 3, . . .} and (13) holds as
well, if we choose ank := 1/(n − 1) for all k ∈ {2, . . . , n}. From (13) it follows that the total rates gk,
k ∈ {2, . . . , n}, are uniquely determined by the distribution of Tn. Thus, the total rates gn, n ∈ N, are
uniquely determined by the marginal distributions of the times Tn, n ∈ N. From (12) it follows that the
moments of Λ are uniquely determined by the sequence (gn)n∈N. As the measure Λ is concentrated on
[0, 1], it is uniquely determined by its moments which completes the proof. 2 If the given sequence

of Cannings models is in the domain of attraction of a coalescent with multiple collisions (Λ-coalescent),
i.e., if φ2(2, 2) := limN→∞ Φ(N)

2 (2, 2)/cN = 0, then Lemma 6.2 can be strengthened as follows.

Theorem 6.4 Suppose that cN > 0 for sufficiently large N , that limN→∞ cN = 0, that φ2(2, 2) :=
limN→∞ Φ(N)

2 (2, 2)/cN = 0, and that, for each sample size n ∈ N, the time-scaled number of gener-
ations cNTn,N back to the MRCA converges in distribution to some random variable Wn as N → ∞.
Then, there exists a Λ-coalescent R = (Rt)t≥0 such that

(i) Wn
d= Tn := inf{t > 0 : |%nRt| = 1} for all n ∈ N and

(ii) for each sample size n ∈ N, as N tends to infinity, the time-scaled ancestral process (R(n)
bt/cNc)t≥0

converges in the Skorohod topology to (%nRt)t≥0.

The measure Λ is uniquely determined by (i).

Proof: Let (N (0)
l )l∈N be some arbitrary subsequence of N. As in the proof of Lemma 6.2, but starting with

the arbitrary subsequence (N (0)
l )l∈N, it follows that there exists a subsequence (Nl)l∈N of (N (0)

l )l∈N such
that, for each sample size n ∈ N, as l →∞, the time-scaled ancestral process (R(n)

bt/cNl
c)t≥0 converges in

the Skorohod topology to (%nRt)t≥0, where R = (Rt)t≥0 is some exchangeable coalescent process. From
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the assumption φ2(2, 2) = 0 it follows that R cannot have simultaneous multiple collisions, i.e. R must
be a Λ-coalescent. The convergence in the Skorohod topology in particular implies that cNl

Tn,Nl

d→ Tn,

n ∈ N, and from the assumption cNTn,N
d→ Wn we conclude that Wn

d= Tn for all n ∈ N, which
proves (i). In order to verify (ii) it remains, by the criterion of subsequences, to show that the distribution
of R does not depend on the particular subsequence (N (0)

l )l∈N. By Lemma 6.3, the distribution of R is
uniquely determined by the sequence (Wn)n∈N. In particular, the distribution of R does not depend on
the particular subsequence (N (0)

l )l∈N. 2

7 Simultaneous multiple collisions
The results presented so far are essentially based on the property that the total rates

gn := lim
t↘0

P (|%nRt| < n)
t

=
∫

[0,1]

1− (1− x)n−1(1− x + nx)
x2

Λ(dx), n ∈ N, (14)

of a Λ-coalescent R = (Rt)t≥0, i.e. a coalescent with multiple collisions, already determine the measure
Λ completely. This property follows simply from (12) and the fact that - since the measure Λ is concen-
trated on the unit interval - the moments of Λ uniquely determine the measure Λ. Note that there is even
a formula available (see Eq. (16) of [12]) which expresses the rates

gnk = lim
t↘0

P (|%nRt| = k)
t

=
(

n

k − 1

)
φk(n− k + 1, 1, . . . , 1)

=
(

n

k − 1

) ∫
[0,1]

xn−k−1(1− x)k−1 Λ(dx),

n, k ∈ N with k < n, directly in terms of the total rates gn, n ∈ N.
It is natural to ask whether the above mentioned property carries over to the wider class of exchangeable

coalescent processes with simultaneous multiple collisions. In the following it is shown that, in general,
the total rates do not determine the distribution of an exchangeable coalescent.

Schweinsberg [18] characterizes exchangeable coalescents via a finite measure Ξ on the infinite simplex
∆ := {x = (x1, x2, . . .) : x1 ≥ x2 ≥ · · · ≥ 0,

∑∞
i=1 xi ≤ 1}. Decomposing Ξ = Ξ0 + aδ0

with 0 ≤ a < ∞ and Ξ0 having no atom at zero, each (k1, . . . , kj)-collision (k1, . . . , kj ∈ N with
k1 ≥ · · · ≥ kj and k1 ≥ 2) occurs at the rate (see [18, Eq. (11)])

φj(k1, . . . , kj) = a 1{r=1,k1=2} +
∫

∆

s∑
l=0

(
s

l

)
(1− |x|)s−l

∑
i1,...,ir+l∈N
all distinct

xk1
i1
· · ·xkr+l

ir+l

Ξ0(dx)
(x, x)

, (15)

where s := |{1 ≤ i ≤ j : ki = 1}| denotes the number of singletons, r := j − s, |x| :=
∑∞

i=1 xi and
(x, x) :=

∑∞
i=1 x2

i . In particular,

φj(2, 1, . . . , 1) = a +
∫

∆

j−1∑
l=0

(
j − 1

l

)
(1− |x|)j−1−l

∑
i1,...,il+1∈N
all distinct

x2
i1xi2 · · ·xil+1

Ξ0(dx)
(x, x)

. (16)
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If the measure Ξ is concentrated on the subset of points x ∈ ∆ satisfying xi = 0 for i ≥ 3, then only for
l ∈ {0, 1} the last sum in (16) is non-zero and it follows that

φj(2, 1, . . . , 1) = a +
∫

∆

(1− x1 − x2)j−1Ξ0(dx)

+ (j − 1)
∫

∆

(1− x1 − x2)j−2x1x2(x1 + x2)
Ξ0(dx)
x2

1 + x2
2

. (17)

In the following we construct a class of Ξ-coalescents which all have the same total rates. Fix a constant
c ∈ (0, 1). If the measure Ξ is concentrated on the subset of points x ∈ ∆ satisfying xi = 0 for i ≥ 3 and
x1 + x2 = c, then (17) reduces to

φj(2, 1, . . . , 1) = (1− c)j−1Ξ(∆) + (j − 1)c(1− c)j−2

∫
∆

x1x2
Ξ(dx)

x2
1 + x2

2

.

Let X be a random variable taking values in the interval [c/2, c] and let Ξ denote the distribution of
(X, c−X, 0, 0, . . .). Then, we have

φj(2, 1, . . . , 1) = (1− c)j−1 + (j − 1)c(1− c)j−2E
( X(c−X)

X2 + (c−X)2
)
. (18)

It is straightforward (Take, for example, X ≡ 3c/4 and Y such that P (Y = c/2) = 3/5 and P (Y = c) =
2/5.) to construct two (even infinitely many) random variables X and Y both taking values in [c/2, c],
such that PX 6= PY but

E
( X(c−X)

X2 + (c−X)2
)

= E
( Y (c− Y )

Y 2 + (c− Y )2
)
.

Let Ξ and Ξ′ denote the distribution of (X, c − X, 0, 0, . . .) and (Y, c − Y, 0, 0, . . .) respectively. Then
Ξ 6= Ξ′. Let R denote a standard Ξ-coalescent and R′ denote a standard Ξ′-coalescent. The processes R
and R′ do not have the same distribution. However, from (18) and the general formula (see, for example,
p. 1556 of [13])

gn =
n−1∑
j=1

jφj(2, 1, . . . , 1), n ∈ N

for the total rates g1, g2, . . . of exchangeable coalescent processes it follows that the total rates of R and R′

coincide. Thus, in general the total rates do not determine the distribution of an exchangeable coalescent
completely.

As a consequence, the marginal distributions of the times Tn, n ∈ {2, 3, . . .}, do not determine the
measure Ξ of the coalescent. Therefore, Lemma 6.3 cannot be extended to the full class of all exchange-
able coalescents and, as a consequence, without the assumption φ2(2, 2) = 0 in Theorem 6.4, a coalescent
R satisfying the condition (i) of Theorem 6.4 is in general not uniquely determined such that condition
(ii) of Theorem 6.4 cannot hold in general.

8 Appendix
Lemma 8.1 The functions Φj , j ∈ {1, . . . , N}, defined via (1), are monotone in the sense that

Φj(k1, . . . , kj) ≤ Φl(m1, . . . ,ml) (19)
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for 1 ≤ l ≤ j ≤ N and k1, . . . , kj ,m1, . . . ,ml ∈ N with k1 ≥ m1, . . . , kl ≥ ml and k1 + · · ·+ kj ≤ N .

Remark: The following proof of Lemma 8.1 uses only the consistency relation (2) and is hence shorter
and more transparent than earlier proofs mentioned in [14] and going back to [13].

Proof: We prove (19) inductively on the difference d := j − l ∈ {0, . . . , N − 1}. By (2),

Φl(m1, . . . ,ml) ≥ Φl(m1, . . . ,mi−1,mi + 1,mi+1, . . . ,ml)

for i ∈ {1, . . . , l}. Thus, iteratively, (19) holds for j = l, i.e. for d = 0. Again, from (2) and (19) (for
d = 0), it follows that

Φl(m1, . . . ,ml) ≥ Φl+1(m1, . . . ,ml, 1) ≥ Φl+1(k1, . . . , kl+1),

i.e., (19) holds for j = l + 1, i.e. for d = 1. Now apply (19) (with d = 1) (j − l)-times to conclude that

Φl(m1, . . . ,ml) ≥ Φl+1(k1, . . . , kl+1) ≥ Φl+2(k1, . . . , kl+2)
≥ · · · ≥ Φj−1(k1, . . . , kj−1) ≥ Φj(k1, . . . , kj),

and (19) is established. 2
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