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We study the computational complexity of several problems connected with finding a maximal distance-k matching

of minimum cardinality or minimum weight in a given graph. We introduce the class of k-equimatchable graphs

which is an edge analogue of k-equipackable graphs. We prove that the recognition of k-equimatchable graphs is

co-NP-complete for any fixed k ≥ 2. We provide a simple characterization for the class of strongly chordal graphs

with equal k-packing and k-domination numbers. We also prove that for any fixed integer ℓ ≥ 1 the problem of

finding a minimum weight maximal distance-2ℓ matching and the problem of finding a minimum weight (2ℓ − 1)-

independent dominating set are NP-hard to approximate in chordal graphs within a factor of c ln |V (G)|, where c is

a fixed constant (thereby improving the NP-hardness result of Chang for the independent domination case). Finally,

we show the NP-hardness of the minimum maximal induced matching and independent dominating set problems in

large-girth planar graphs.
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1 Introduction

In this paper we consider finite undirected graphs without loops and multiple edges. Let G be a graph

with the vertex set V (G) and the edge set E(G). By L(G) we denote the line graph of G, and by Gk

we denote the k-th power of G. The distance between a vertex v ∈ V (G) and an edge e ∈ E(G)
in a graph G is the length of a shortest path between v and any end vertex of e, i.e. distG(v, e) =
min{distG(v, u), distG(v, w)} for e = uw. The distance between two edges e1, e2 ∈ E(G) is the mini-

mum of the distances between e1 and any end vertex of e2, i.e. distG(e1, e2) = minu∈e1,v∈e2{distG(u, v)}.

For other common definitions, see Bondy and Murty (2008).

A set P of vertices in a graph is called a k-packing [Meir and Moon (1975)] if the distance between any

two distinct vertices in this set is larger than k. A set D of vertices in a graph G is called a k-dominating

set if for any vertex v in V (G) there is a vertex inD at a distance no more than k from v. A set I of vertices

in a graph is called a k-independent dominating set if it is both a k-packing and a k-dominating set. A

graph is called k-equipackable if all its maximal k-packings are of the same size, i.e. ik(G) = αk(G).
A set M of edges in a graphG is a distance-k matching if all pairwise distances between distinct edges

in M are at least k. This notion was introduced by Stockmeyer and Vazirani (1982) under the name
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of k-separated matchings. A distance-1 matching is usually called simply a matching, and a distance-2
matching is also called an induced matching. We call a distance-k matching maximal if it is not contained

in any other distance-k matching, and maximum if it has maximum cardinality. A graph is called k-

equimatchable if all its maximal distance-k matchings are of the same size. Obviously, a graph is k-

eqiumatchable if and only if its line graph is k-equipackable.

Since a distance-k matching in a graph G corresponds to a k-packing in its line graph L(G), and

therefore to an independent set in L(G)k, problems considering distance-k matchings are special cases of

problems considering k-packings and, in turn, independent sets. Several non-approximability results for

maximum k-packings in bipartite and chordal graphs are presented in Eto et al. (2012). In Fricke et al.

(1995) the problem of finding a k-independent dominating set of minimum size is proved to be NP-hard

for bipartite graphs, and in McRae and Hedetniemi (1991) it is proved that there is no polynomial time

c-approximation algorithm for this problem for any constant c unless P = NP. Chang (2004) has shown

that the weighted distance-1 version of the problem is NP-hard in the class of chordal graphs, while the

unweighted case of this problem is known to be solvable in polynomial time [Farber (1982)]. For a survey

on the complexity of the independent dominating set problem in various graph classes, see Orlovich et al.

(2009).

The MINIMUM MAXIMAL DISTANCE-k MATCHING problem is to find a maximal distance-k match-

ing of the minimum size in a given graph G. Orlovich et al. (2008) mention some prior results on the

complexity aspects of MINIMUM MAXIMAL INDUCED MATCHING problem (which is an instance of

MINIMUM MAXIMAL DISTANCE-k MATCHING for the case of k = 2) in various graph classes and

prove that this problem is NP-hard to approximate in bipartite graphs within a factor of n1−ε for any

constant ε > 0, where n is the number of vertices of the input graph.

Dualities between different independence-related parameters are also widely studied in the literature.

The most widely studied class is the class of 1-equipackable graphs, also known as well-covered graphs

[Plummer (1970)]. The recognition of such graphs is a co-NP-complete problem [Chvátal and Slater

(1993)], even in the class of K1,4-free graphs [Caro et al. (1996)]. The recognition of k-equipackable

graphs is also co-NP-complete for arbitrary fixed k [Favaron et al. (2000)].

The edge analogue of k-equipackable graphs is the class of k-equimatchable graphs. For the case of

k = 1, this class was introduced by Lesk et al. (1984) along with an implicit characterization which leads

to a polynomial time recognition algorithm. See Plummer (1993) for a survey of further related results.

In Baptiste et al. (2017) it is proved that the recognition of 2-equimatchable graphs is a co-NP-complete

problem.

The maximum size of a k-packing in a graph G is called the k-packing number of G and is denoted

by ρk(G). Clearly, ρk(G) = ρ1(G
k), where ρ1(H) = α(H) is the classical independence number of the

graph H . The minimum size of a k-dominating set in a graph G is called the k-domination number of G
and is denoted by γk(G). The minimum size of a k-independent dominating set in a graphG is called the

k-independent domination number of G and is denoted by ik(G). It is easy to see that for every graph G,

the inequalities γk(G) ≤ ik(G) ≤ ρk(G) hold (with γk(G) = γ1(G
k) and ik(G) = i1(G

k) as well).

Dualities between independence and domination parameters comprise another important field of study.

In Meir and Moon (1975) it is proved that the k-packing and 2k-domination numbers equal for every tree.

In Topp and Volkmann (1991) the same equality is proved for block graphs, and in Chang and Nemhauser

(1984) this result is extended to the class of strongly chordal (also known as sun-free chordal [Farber

(1983)]) graphs, which includes powers of interval graphs and powers of block graphs. The trees with

equal k-packing and k-domination numbers are characterized by Topp and Volkmann (1991). The graphs
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with equal k-packing and 2k-packing numbers are characterized by Joos and Rautenbach (2015).

The paper is organized as follows. In Section 2 we show that the recognition of k-equimatchable

graphs is co-NP-complete, generalizing the result of Baptiste et al. (2017) from k = 2 to the case of an

arbitrary k ≥ 2. It also follows from the proof that the problem of finding a minimum maximal distance-k
matching in a graph is NP-hard for every fixed k ≥ 2. In Section 3 we show that the class of strongly

chordal graphs with equal maximum k-packing and k-dominating set sizes has a simple polynomial time

characterization and show the connection of this result to the problem of characterizing k-equipackable

graphs. In Section 4 we show that the problem of finding a minimum weight distance-k matching is NP-

hard to approximate in the class of chordal graphs within a factor of c lnn, where n is the number of the

input graph vertices, for some fixed constant c and every fixed even k. We also establish a similar result for

the problem of finding a minimum weight k-independent dominating set for odd k, thus strengthening the

result of Chang (2004) and of McRae and Hedetniemi (1991). In Section 5 we show that the problem of

finding a minimum maximal distance-2 matching is NP-hard for planar graphs G of girth lower bounded

by O(|V (G)|
1
3
−ε), and the problem of finding a minimum independent dominating set is NP-hard for

planar graphs G of degree at most 5 and girth lower bounded by O(|V (G)|1−ε). We conclude with some

open questions in Section 6.

2 Recognition of k-equimatchable graphs

In this section we prove that the recognition of k-equimatchable graphs is a co-NP-complete problem for

any fixed k ≥ 2 by constructing a polynomial time reduction from an NP-hard 3SAT problem [Garey

and Johnson (1990)]. We generalize the reduction proposed by Baptiste et al. (2017) for 2-equimatchable

graphs, which is in turn a generalization of the technique proposed by Chvátal and Slater (1993).

Let X be a subset of vertices of G. By G[X ] we denote the subgraph of G induced by X . By Et
G(X)

we denote the set of all edges inG at a distance less than t from some vertex inX . For example,E1
G({v})

is the set of all the edges incident to the vertex v.

Consider the following polynomial time algorithm SAT-TO-GRAPHk that constructs a graph Gk given

an integer number k ≥ 2 and a multiset of clauses C = {c1, c2, . . . , cm}, m > 1, over a set of boolean

variables X = {x1, x2, . . . , xn}, n > 1. We shall assume that no clause contains a variable and its

negation at the same time.

For every clause ci ∈ C, add a vertex c′i to V (Gk). Let these vertices induce a clique C′ in Gk by

adding the corresponding edges. Proceed depending on whether k is even or odd (see Figure 1 for the

illustration of the cases k = 4 and k = 5).

Case 1: k = 2ℓ for some integer ℓ ≥ 1. For every variable xi, add a set of new vertices Xi ∪ Xi to

V (Gk), where

Xi = {xij : 1 ≤ j ≤ ℓ+ 1},

Xi = {xij : 1 ≤ j ≤ ℓ+ 1}.

Make (xi1, x
i
2, . . . , x

i
ℓ+1, x

i
ℓ+1, x

i
ℓ, . . . , x

i
1) induce a simple path for every i by adding the corresponding

edges.

Case 2: k = 2ℓ+ 1 for some integer ℓ ≥ 1. For every variable xi, add a set of new vertices Xi ∪Xi ∪
{ai, bi} to V (Gk), where

Xi = {xi1} ∪ {xij , x
′i
j : 2 ≤ j ≤ ℓ+ 1},
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Xi = {xi1} ∪ {xij , x
′i
j : 2 ≤ j ≤ ℓ+ 1}.

Make (xi1, x
i
2, . . . , x

i
ℓ+1, a

i, xiℓ+1, x
i
ℓ, . . . , x

i
1) induce a simple path for every i by adding the correspond-

ing edges. Add the edges aibi, xijx
′i
j , xijx

′i
j to E(Gk) for 2 ≤ j ≤ ℓ+ 1 and every i.

Besides that, in both cases, for every occurrence of the literal xi (respectively, xi) in the clause cj , add a

simple (xi1, c
′
j)-path (respectively, (xi1, c

′
j)-path) of length ℓ, introducing new intermediate vertices when

necessary.

c′1 c′j c′m

xi1

xi2

xi3

xi1

xi2

xi3

. . . . . . c′1 c′j c′m

xi1

xi2

xi3

x′i2

x′i3

xi1

xi2

xi3

x′i2

x′i3
ai

bi

. . . . . .

Fig. 1: Gadgets produced by SAT-TO-GRAPHk: k = 4 (left) and k = 5, assuming x1 ∈ c1, x1 ∈ cj , x1 ∈ cm.

Dashed lines enclose cliques.

It is easy to see that the algorithm SAT-TO-GRAPHk runs in polynomial time. Below we investigate

the properties of the graphGk constructed by this algorithm. For an even k, denote by Vi the union of the

sets Xi, X i. For an odd k, denote by Vi the union of the sets Xi, X i, {a
i, bi}.

Claim 1. For every integer number k ≥ 2, the cardinality of any maximal distance-k matching in Gk is

equal to n or n + 1, where n = |X | is the number of variables in X . Moreover, if |M | = n for some

maximal distance-k matchingM in Gk, then each edge of M belongs to some E(Gk[Vi]).

Proof: Note that the edge sets E(Gk[Vi]), i = 1, n, and El
Gk

(C′) partition E(G). The edge set Eℓ
Gk

(C′)
induces a graph with the diameter 2ℓ + 1, ℓ = ⌊k/2⌋, and thus this set cannot have more than one edge

from the set M . For each 1 ≤ i ≤ n, the diameter of the graph induced by Vi is equal to k + 1, so this

subgraph cannot have more than one edge from M . This covers all the edges of Gk, hence |M | ≤ n+ 1.

On the other hand, if for some i the edge set Eℓ
Gk

(Vi) does not contain any edges of M , we can add

to M the edge aibi for an odd k or the edge xiℓ+1x
i
ℓ+1 for an even k, and M will still be a distance-k

matching. Hence, |M | ≥ n.

Next, let M be a maximal distance-k matching in Gk such that |M | = n. We shall prove that each

edge of M belongs to some of the graphs Gk[Vi], i = 1, n. Assume the contrary: there is an edge e that

does not belong to Gk[Vi] for any i. This means that e ∈ Eℓ
Gk

(C′). As |M | = n, there is such an i that

Gk[Vi] does not contain any edges of M . Recall that Eℓ
Gk

(Vi) should still contain an edge f of M . This

edge is not in E(Gk[Vi]), so f ∈ Eℓ
Gk

(C′). As Eℓ
Gk

(C′) cannot contain more than one edge of M , we

have f = e.
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Assume without loss of generality that xi1 is closer to e than xi1 and denote the distance from e to xi1 as

d. If k is even, let e′ = xid+1x
i
d+2, else let e′ = xid+2x

′i
d+2. Recall that no clause contains both a variable

and its negation, so M ∪ {e′} is a distance-k matching. This contradicts the maximality of M .

Claim 2. There is a distance-k matching of size n+ 1 in Gk for any k ≥ 2.

Proof: For an even k, the edge set {xiℓ+1x
i
ℓ+1 : 1 ≤ i ≤ n} ∪ {c1c2} satisfies the condition. For an odd

k, the edge set {aibi : 1 ≤ i ≤ n} ∪ {c1c2} satisfies the condition.

Claim 3. Assume that there exists an assignment φ that satisfies C. Then there exists a maximal distance-

k matching of size n in the graph Gk for any k ≥ 2.

Proof: For an even k, for each i such that xi = 1 in φ, add the edge xi1x
i
2 to M . For each i such that

xi = 0 in φ, add the edge xi1x
i
2 to M .

If k is odd, then for each i such that xi = 1 in φ, add the edge xi2x
′i
2 to M . For each i such that xi = 0

in φ, add the edge xi2x
′i
2 to M .

In both cases, if the clause cj is satisfied, then all the edges in the set Eℓ
Gk

({c′j}) are at a distance less

than k from some edge in M . Besides that, for every i, any edge in the set E(Gk[Vi]) is at a distance

less than k from some edge in M . It is also easy to see that M is a distance-k matching. Thus, M is a

maximal distance-k matching.

Claim 4. For any k ≥ 2, if there exists a maximal distance-k matching M of size n in Gk, then there

exists an assignment φ such that no more than one clause in C is not satisfied.

Proof: By Claim 1, all the edges from M are in ∪iE(Gk[Vi]). For each i, if there is an edge in M with

both ends in Xi (for an even k) or in Xi ∪ {ai} (for an odd k), assign xi = 1 in φ. For each i, if there

is an edge in M with both ends in Xi (for an even k) or in X i ∪ {ai} (for an odd k), assign xi = 0 in

φ. This assignment is consistent, because E(Gk[Vi]) contains at most one edge of M for each i. Assign

arbitrary values to all the remaining variables.

By the construction of φ, if a clause ci is not satisfied by the constructed assignment, then there are no

edges in M at a distance less than k from c′j . If some distinct clauses cp and cq are not satisfied by φ, then

the vertices c′p and c′q are at a distance at least k from any edge in M . Hence, M ∪ {c′pc
′
q} is a distance-k

matching, which contradicts the maximality of M . We obtain that φ does not satisfy at most one clause

in C.

Theorem 1. Recognition of k-equimatchable graphs is co-NP-complete for any fixed k ≥ 2.

Proof: It is obvious that this problem is in co-NP. To show that it is NP-hard we use the SAT-TO-GRAPHk

reduction from the 3SAT problem.

Given the set of variables X , the multiset of clauses C and an integer number k ≥ 2, we construct a

graph Gk by the algorithm SAT-TO-GRAPHk. Assume that either all the clauses in C can be satisfied by

some assignment φ, or for any assignment φ at least two clauses in C are unsatisfied. Then by Claims 1,

2, 3, and 4, G is not k-equimatchable if and only if C is satisfiable.

It remains to show that we can safely assume that there exists no assignment φ satisfying exactly one

clause. Indeed, note that 3SAT is still NP-complete when each clause in C appears at least twice, since
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doubling each clause does not affect satisfiability. In this case, each assignment not satisfying at least one

clause does not satisfy at least two clauses.

Corollary 1. The problem of k-equipackable line graph recognition is co-NP-complete for every fixed

k ≥ 2.

Theorem 2. The problem of finding a minimum maximal distance-k matching is NP-hard for every fixed

k ≥ 2.

Proof: Consider the graph Gk constructed in the proof of Theorem 1. By Claim 1, Gk is not k-

equimatchable if and only if Gk has a maximal distance-k matching of size n. By Theorem 1 check-

ing if Gk is not k-equimatchable is an NP-complete problem, thus checking whether Gk has a maximal

distance-k matching of size less or equal to n is also an NP-complete problem.

Corollary 2. The problem of finding a minimum k-independent dominating set in line graphs is NP-hard

for every fixed k ≥ 2.

3 Subclasses of k-equipackable graphs

Let k be a positive integer and Rk be the class of such graphsG that ρk(G) = ρ2k(G). Recall that a vertex

v ∈ V (G) is called a simplicial vertex if its closed neighborhoodNG[v] induces a complete subgraph of

G. A simplicial clique in G is a maximal clique in G containing a simplicial vertex of G. Let

S(G) = {the set of simplicial vertices of C | C is a simplicial clique of G}.

Then a transversal of S(G) is by definition a set of simplicial vertices that has exactly one common vertex

with every simplicial clique of G.

In Joos and Rautenbach (2015) the following simple characterization of the class R1 is obtained:

Theorem 3. A graph G satisfies ρ1(G) = ρ2(G) if and only if the following two statements hold:

(i) a subset of V (G) is a maximum 2-packing if and only if it is a transversal of S(G), and

(ii) for every transversal P of S(G), the sets NG[u] for u in P partition V (G).

Actually, this characterization of class R1 is slightly superflous in the following sense:

Proposition 1. In the statement of Theorem 3, condition (ii) implies condition (i).

This is a direct consequence of the following theorem(i):

Theorem 4. A graphG satisfies α(G) = α(G2) if and only if the simplicial cliques of G form a partition

of V (G).

Proof: First assume that the simplicial cliques, say Q1, . . . , Qt, of G form a partition of V (G). For every

i, 1 ≤ i ≤ t, let qi ∈ Qi be a simplicial vertex in G. Clearly, any independent set in G contains at most

one vertex of each clique in G. Thus α(G) ≤ t. Since for all i 6= j, Qi ∩ Qj = ∅, the distance between

qi and qj is at least 3, and therefore {q1, . . . , qt} is an independent set in G2. Thus, α(G) = α(G2).

(i) Note that the latter condition in Theorem 4 is a reformulation of condition (ii) of Theorem 3. The presented proof, independent

of Theorem 3, was kindly contributed by one of the anonymous reviewers.
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Now assume that α(G) = α(G2). Let I = {x1, . . . , xs} be a maximum independent set in G2, i.e.

α(G2) = s. Clearly, for every i, 1 ≤ i ≤ s, N [xi] is a clique in G, since otherwise α(G2) < α(G) holds

(replacing the vertex xi in I with its two nonadjacent neighbours would yield a larger independent set in

G). Thus, xi is a simplicial vertex and Qi = N [xi] is a simplicial clique in G. Clearly, for all i 6= j,
Qi ∩ Qj = ∅ since I is an independent set in G2. If there was a vertex y /∈ Q1 ∪ . . . ∪ Qs, then again

α(G2) < α(G), which is a contradiction. Hence Q1 ∪ . . . ∪ Qs = V (G). Assume that Q is a simplicial

clique of G; let q ∈ Q be a simplicial vertex in G. Since Q1 ∪ . . . ∪ Qs = V (G), there is an i with

q ∈ Qi. Now, since q is simplicial, we haveQ ⊆ Qi, and since Q andQi are inclusion-maximal, we have

Q = Qi. Thus, the simplicial cliques of G form a partition of V (G) which proves the theorem.

As k-packings and 2k-packings inG correspond to 1-packings and 2-packings inGk, a graphG belongs

to Rk if and only if Gk ∈ R1. This leads to the following structural description of the graphs in Rk .

Corollary 3. G is a graph with ρk(G) = ρ2k(G) if and only if there exists a partition V1, V2, . . . , Vt of

V (G) such that the following two properties hold:

1) Vi induces in G a subgraph of diameter k for 1 ≤ i ≤ t;
2) Vi contains a vertex vi such that for each edge vu ∈ E(G), v ∈ Vi, u 6∈ Vi, the distance between vi
and v equals k for 1 ≤ i ≤ t.

Corollary 4. Every graph in Rk is k-equipackable.

Proof: We start by proving the claim for k = 1. We know that for every G ∈ R1, the set of simplicial

cliques partitions V (G). Let I be any maximum independent set of G, and let t be the number of its

simplicial cliques. Then both |I| ≤ t (because every clique can contain no more than one vertex of

an independent set) and |I| ≥ t (because if there exists a simplicial clique containing no vertices of an

independent set, the simplicial vertex from the clique can extend the independent set).

Now, if G ∈ Rk for k > 1, the claim of the theorem is implied by Gk ∈ R1 and thus by the 1-

equipackability (well-coveredness) of Gk .

Applying the structural characterization of Corollary 3 to line graphs, one can obtain a characterization

of graphs with equal maximum distance-k and distance-2k matching sizes given by Joos and Rautenbach

(2015). Corollary 4 implies that such graphs constitute a subclass of k-equimatchable graphs.

Corollary 5. Every graph with equal maximum distance-k and distance-2kmatching sizes is k-equimatchable.

A sun is a chordal graphG = (V,E) such that V can be partitioned into two setsX = {xi : 1 ≤ i ≤ n}
and Y = {yi : 1 ≤ i ≤ n} so that

1) X is an independent set in G,

2) yiyi+1 ∈ E(G), 1 ≤ i ≤ n− 1, yny1 ∈ E(G),
3) xiyj ∈ E(G) if and only if j = i, or j = i+ 1, or i = n, j = 1.

A chordal graph is called sun-free chordal [Chang and Nemhauser (1984)] if it does not contain any sun

as an induced subgraph. This is actually one of the characterizations of strongly chordal graphs [Farber

(1983)].

In Chang and Nemhauser (1984) it has been proved that for every sun-free chordal graphG the equality

γk(G) = ρ2k(G) holds. Thus, we obtain the following simple characterization of strongly chordal graphs

with equal k-domination and k-packing numbers. According to Corollary 3, their structure is analogous to

the structure of the trees with equal k-domination and k-packing numbers obtained by Topp and Volkmann
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(1991) and, more generally, to the structure of block graphs with the same property obtained by Hattingh

and Henning (1993).

Theorem 5. The following statements are equivalent for a strongly chordal graph G:

1) γk(G) = ρk(G);
2) G ∈ Rk.

Consider that for an arbitrary graph G, both statements in Theorem 5 independently imply that G is

k-equipackable: the equality γk(G) = ρk(G) implies ik(G) = ρk(G) because γk(G) ≤ ik(G) ≤ ρk(G);
and G ∈ Rk implies that G is k-equipackable by Corollary 4. Theorem 5 establishes that in the class of

strongly chordal graphs, the sets of k-equipackable graphs defined by these two statements coincide. The

following questions arise in connection with this result:

1) Are there any k-equipackable strongly chordal graphs besides those satisfying the statements of

Theorem 5?

2) Can the equivalence of the statements mentioned in Theorem 5 be extended beyond the class of

chordal graphs?

4 Weighted minimum maximal distance-k matchings and

k-independent dominating sets in chordal graphs

The WEIGHTED MINIMUM MAXIMAL DISTANCE-k MATCHING problem (which we shall refer to as k-

WMMM) is the problem of finding a minimum weight maximal distance-k matching in a given graph G
with a weight functionw : E(G) → Q+ defined on its edges, whereQ+ is the set of positive rational num-

bers. The SET COVER problem is the problem of finding for the given universal setX =
{

X1, . . . , X|X|

}

and a collection S =
{

S1, . . . , S|S|

}

of its subsets a minimum number of sets from S that coverX [Garey

and Johnson (1990)]. A family C ⊆ S of sets is said to cover X if each element of X is contained in at

least one set of C.

We shall build a construction connecting approximate solutions to the aforementioned problems for

k = 2ℓ. Assume we are given integer numbers ℓ > 1 and d > 1, a positive rational number c and an

instance (X,S) of the SET COVER problem such that |X | ≥ 5ℓ + 2, c(ln |X | − 1) ≥ 1 and |S| ≤ |X |d.

We construct the graphG = G(ℓ, d, c,X, S) = (V,E) as follows. Take V = X∪{vi,j | 1 ≤ i ≤ |S|, 1 ≤
j ≤ 5ℓ+ 1}, as the vertex set (where all the vi,j are new vertices). The edge set of G is defined by

E = {xixj | xi, xj ∈ X, i 6= j} ∪ {xivj,1 | xi ∈ Sj} ∪ {vi,jvi,j+1}

(see Figure 2).

It is easy to see that G has no induced cycles of length 4 or more, thus G is chordal.

As |S| ≤ |X |d and |X | ≥ 5ℓ+ 2, we have

|V | = |X |+ (5ℓ+ 1)|S| ≤ |X |+ (5ℓ+ 1)|X |d ≤ |X |d+1.

Let p be the maximal integer number less than ln |V |. We have cp ≥ c(ln |X | − 1) ≥ 1. Take

ψ = cp|S| ≥ |S|. Assign a weight of ψ to the edges vi,ℓvi,ℓ+1, 1 ≤ i ≤ |S|. Assign a weight of ε =
1

2ψ
to the edges vi,3ℓvi,3ℓ+1 and vi,5ℓvi,5ℓ+1, 1 ≤ i ≤ |S|. Assign a weight of 2ψ2 + 1 to all the remaining

edges. Let ω denote the defined weight function.
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x1

xk

x|X|

v1,1 v1,6 v1,11

vi,1

2ψ2 + 1 ψ 2ψ2 + 1 2ψ2 + 1

vi,6

2ψ2 + 1 ε 2ψ2 + 1 2ψ2 + 1 2ψ2 + 1

vi,11
ε

v|S|,1 v|S|,6 v|S|,11

2
ψ
2

+
1 xk ∈ Si

2ψ2 + 1...

...

...

...

Fig. 2: The construction used in the reduction of SET COVER to 4-WMMM

Clearly, it is possible to build G(ℓ, d, c,X, S) in time polynomial in |X |. The next theorem shows

how to use G as an approximation preserving reduction of the SET COVER problem to the 2ℓ-WMMM

problem in chordal graphs.

Theorem 6. Assume that M∗ is a minimum weight maximal distance-2ℓ matching in the chordal graph

G(ℓ, d, c,X, S). Let D∗ be a set of such indices i that {Si | i ∈ D∗} is a minimum set cover of X with

respect to S. Let MA be any distance-2ℓ matching in G such that ω(MA)/ω(M
∗) ≤ c ln |V (G)|. Then

a set of indices DMA
such that {Si | i ∈ DMA

} cover X and |DMA
|/|D∗| ≤ c(d + 1) ln |X | can be

computed given MA in time polynomial in |X |.

Proof: No edge of weight 2ψ2 + 1 can occur in M∗, because the set

{vi,ℓvi,ℓ+1, vi,5ℓvi,5ℓ+1 : 1 ≤ i ≤ |S|}

is a maximal distance-2ℓmatching of weight w0 = (ψ+ ε)|S| ≥ ω(M∗) and w0 < 2ψ2 +1. Neither can

such an edge occur in MA, because otherwise we would have

2ψ2 + 1 ≤ ω(MA) ≤ (c ln |V |)ω(M∗) < c(p+ 1) · (ψ + ε)|S| < 2cp|S|

(

ψ +
1

2ψ

)

= 2ψ2 + 1.

Consider an arbitrary maximal distance-2ℓ matching M with no edges of weight 2ψ2 + 1 in G. Each

simple path Li = vi,1vi,2 . . . vi,5ℓ+1 can contain exactly one or two edges of M . Moreover, either Li ∩
M = {vi,3ℓvi,3ℓ+1} or Li ∩M = {vi,ℓvi,ℓ+1, vi,5ℓvi,5ℓ+1}.

Let DM denote the set of such indices i that each path Li contains exactly two edges of M . Then

ω(M) = ψ|DM |+ ε|S|. We shall prove that the collection of sets SM = {Si | i ∈ DM} is a cover of the

set X .

Assume the contrary. Let xt be an element that is not contained in any set from SM . Then for every i
such that xt ∈ Si, Li contains only one edge, namely vi,3ℓvi,3ℓ+1. Therefore M ∪ {xtvi,1} (for ℓ = 1)

or M ∪ {vi,ℓ−1vi,ℓ} (for ℓ ≥ 2) is a distance-2ℓ matching, contradicting the maximality of M . Indeed, if

xt ∈ Si, the edge vi,ℓvi,ℓ+1 of weight ψ is at a distance less than k from all the edges vj,svj,s+1 of weight

2ψ2 + 1 for xt ∈ Sj and 1 ≤ s ≤ ℓ − 1. Thus, this set of edges is dominated by M if and only if M
contains at least one of the edges vi,ℓvi,ℓ+1 such that xt ∈ Si.

On the other hand, as D∗ is a set of such indices i that {Si | i ∈ D∗} is a minimum set cover of X , the

set

{vi,ℓvi,ℓ+1, vi,5ℓvi,5ℓ+1 | i ∈ D∗} ∪ {vi,3ℓvi,3ℓ+1 | i /∈ D∗}
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is a distance-2ℓmatching having the weight ψ|D∗|+ ε|S|. Thus, ω(M∗) = ψ|D∗|+ ε|S|.
Then

ψ|DMA
|+ ε|S| = ω(MA) ≤ (c ln |V |)ω(M∗) = (c ln |V |) (ψ|D∗|+ ε|S|),

so, since ln |V | ≤ (d+ 1) ln |X |, we have

ψ|DMA
| ≤ (c ln |V |)ψ|D∗| ≤ ψ · c(d+ 1) ln |X | · |D∗|.

This provides |DMA
| ≤ c(d+ 1) ln |X | · |D∗|. It is easy to see that given MA, |DMA

| is straightforward

to obtain in time polynomial in |X |.

In Dinur and Steurer (2014) it is shown that for every 0 < z < 1 it is NP-hard to approximate the SET

COVER problem within a factor of (1 − z) lnn, where n is the cardinality of the universal set X . The

instances of the SET COVER problem used in the proof of this result have no more than nO(1/z) subsets

in S [Dinur and Steurer (2014)]. Combined with Theorem 6 it implies the following.

Corollary 6. For some positive rational constant c, it is NP-hard to approximate the problem 2ℓ-WMMM

within a factor of c ln |V (G)|.

Proof: Fixing and arbitrary z, 0 < z < 1, we may assume that the problem SET COVER is NP-hard to

approximate within a factor of (1 − z) ln |X | with the restriction |S| ≤ |X |d for some integer number d,

where X is the universal set and S is the collection of its subsets [Dinur and Steurer (2014)].

But taking c = (1 − z)/(d + 1), building G(ℓ, d, c,X, S) and applying Theorem 6, we can trans-

form in polynomial time a c ln |V (G)|-approximation of 2ℓ-WMMM in this graph into a (1 − z) ln |X |-
approximation of SET COVER subject to the mentioned restriction.

Note that in the construction of G(ℓ, d, c,X, S) we are using only 3 different edge weights upper

bounded by a polynomial of |S|. Therefore the result of Theorem 6 still holds for the 2ℓ-WMMM

problem with integer polynomially bounded edge weights (it is sufficient to take ⌈ψ⌉ instead of ψ and

multiply all the weights in the proof by 2ψ to show this).

The idea of the proof of Theorem 6 can be applied to the vertex counterpart of the k-WMMM problem,

WEIGHTED k-INDEPENDENT DOMINATING SET (k-WIDS for short), which is the problem of finding a

minimum weight k-independent dominating set in a given graph G with a weight function w : V (G) →
Q+ defined on its vertices.

Theorem 7. For some positive rational constant c, it is NP-hard to approximate the problem (2ℓ − 1)-
WIDS within a factor of c ln |V (G)|.

Proof: By analogy with the proof of Theorem 6 and Corollary 6, we will assume that for an arbitrary

fixed positive integer number ℓ and some rational constant c there exists a polynomial time c ln |V (G)|-
approximation algorithm (2ℓ − 1)-WIDS-APPROX for the problem (2ℓ − 1)-WIDS in chordal graphs,

and show that for any integer number d > 1 there exists a polynomial time c(d+1) ln |X |-approximation

algorithm for the SET COVER problem with the restriction |S| ≤ |X |d.

Consider the construction from the proof of Theorem 6 (Figure 2) but with chains of length 5ℓ − 3
(formed by the vertices {vi,j | 1 ≤ i ≤ |S|, 1 ≤ j ≤ 5ℓ− 2}, Figure 3).

The weights are now assigned to the vertices (instead of the edges) as follows: the weight of ψ is

assigned to vi,ℓ, 1 ≤ i ≤ |S|, the weight of ε is assigned to vi,3ℓ−1 and vi,5ℓ−2, 1 ≤ i ≤ |S|, and all the

remaining vertices are assigned the weight of 2ψ2 + 1.

The rest of the proof is analogous to that of Theorem 6 and Corollary 6 and is therefore omitted.
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x1
2ψ2 + 1

xk

x|X|

2ψ2 + 1

v1,1 v1,5 v1,8

vi,1

2ψ2 + 1 ψ 2ψ2 + 1 2ψ2 + 1

vi,5

ε 2ψ2 + 1 2ψ2 + 1

vi,8

ε

v|S|,1 v|S|,5 v|S|,8

xk ∈ Si

...

...

...

...

Fig. 3: The construction used in the reduction from SET COVER to 3-WIDS

5 Distance problems in large-girth planar graphs

Now we proceed to some hardness results for MINIMUM MAXIMAL DISTANCE-2 MATCHING (which

is also known under the name of MINIMUM MAXIMAL INDUCED MATCHING), the problem of finding

a maximal distance-2 matching of minimum cardinality in a given graph. We consider the following

supplementary transformation T (G) applied to an arbitrary graph G: For every vertex v in G, introduce

the new vertices av, bv, cv, dvi , evi and the new edges vav , avbv, vcv , cvdvi , dvi e
v
i for 1 ≤ i ≤ 2n + 1,

where n = |V (G)| (see Figure 4).

bv

av

v

cv

dvi

evi

dv1

ev1

dv2n+1

ev2n+1

G

. . .

. . .

. . .

. . .

. . . . . .

Fig. 4: The construction of the graph T (G)

Let σ(G) denote the cardinality of a minimum maximal induced matching in G. Recall that α(G) =
ρ1(G) is the cardinality of a maximum independent set in G.

Lemma 1. Let G be an arbitrary graph. Then σ(T (G)) = 2n− α(G).

Proof: Let us prove that σ(T (G)) ≤ 2n − α(G). Given a maximum independent set I in G, build a

maximal induced matching M in T (G) as follows:

M = {vcv | v ∈ I} ∪ {avbv, cvdv1 | v ∈ V (G) \ I}.

As |M | =
∑

v∈I

1 +
∑

v∈V (G)\I

2 = 2n− |I| = 2n− α(G), it proves the required inequality.
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Let us now prove that α(G) ≥ 2n− σ(T (G)). Consider a minimum maximal induced matching M in

T (G). Note that if for some vertex v ∈ V (G) the set M contains any of the edges dvi e
v
i (for some i), vav

or uv for some u ∈ V (G), then by maximality it must also contain all the edges dvje
v
j , 1 ≤ j ≤ 2n+ 1.

But then σ(T (G)) = |M | ≥ 2n+ 1, which contradicts the inequality proven before.

Therefore, for every vertex v ∈ V (G), M contains either a single edge vcv or two edges avbv and

cvdvi for some i. The vertices of the first type induce an independent set in G, because M is an induced

matching. Thus, α(G) + |M | ≥ 2n, and further α(G) ≥ 2n− |M | = 2n− σ(T (G)), as required.

To proceed, we need the following well-known result.

Theorem 8 (Murphy (1992)). For arbitrary fixed constants c > 0 and 0 ≤ r < 1, the MAXIMUM

INDEPENDENT SET problem is NP-hard when restricted to planar graphs G with vertices of degrees 2
and 3 and containing no cycles of length less than cnr, where n = |V (G)|.

Theorem 9. For arbitrary fixed constants a > 0 and 0 ≤ d < 1
3 , the MINIMUM MAXIMAL DISTANCE-2

MATCHING problem is NP-hard in the class of planar graphs H with girth at least aNd, where N =
|V (H)|.

Proof: We shall build a polynomial time reduction from the MAXIMUM INDEPENDENT SET problem

subject to the restrictions of Theorem 8. Let a > 0 and 0 ≤ d < 1
3 be fixed for the course of the proof.

Choose c = 2da and r = 3d and observe that they satisfy the constraints of Theorem 8.

Given a planar graph G with girth at least cnr, where n = |V (G)|, we can clearly build H = T (G) in

polynomial time. Observe thatH is also planar, has no new cycles andN = |V (H)| = (3+2(n+1))n =
2n2 + 5n. Then, for a sufficiently large n, 2n3 > N . Every cycle of G (and therefore of H) has length at

least cnr = a(2n3)d > aNd. By Lemma 1, an independent set of size at least s exists in G if and only if

H contains a maximal induced matching of size no more than 2n− s.

We also prove, using a very simple reduction, that the MINIMUM INDEPENDENT DOMINATING SET

problem is NP-complete in planar graphs of large girth.

Theorem 10. For arbitrary fixed constants a > 0 and 0 ≤ d < 1, the MINIMUM INDEPENDENT

DOMINATING SET problem is NP-hard in the class of planar graphs G of degree at most 5 and girth at

least aNd, where N is the number of vertices of G.

Proof: We again build a polynomial time reduction from the the MAXIMUM INDEPENDENT SET problem

subject to the restrictions of Theorem 8. Assume a > 0 and 0 ≤ d < 1 are fixed thoughout the proof.

Choose c = 3da and r = d, thus satisfying the constraints of Theorem 8.

Let G = (V,E) be a planar graph with girth at least cnr and degree at most 3 provided as the input of

MAXIMUM INDEPENDENT SET, where n = |V |. Construct the graph G′ = (V ′, E′) as follows. Take

V ′ = V ∪ {ai, bi | 1 ≤ i ≤ n}, where n = |V |. Take

E′ = E ∪ {viai, vibi | 1 ≤ i ≤ n}.

Less formally, the transformation consists of attaching two distinct endvertices to each vertex.

Observe that N = |V ′| = 3n. Every cycle of G′ is also a cycle of G and therefore has length at least

cnr =
c

3d
(3n)d = aNd.
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We claim that α(G) + i(G′) = 2n. Indeed, let I be a maximum independent set in G. Then I ′ =
I ∪ {ai, bi | vi ∈ V \ I} is an independent dominating set in G′. Thus, |I ′| = α(G) + 2(n − α(G)) =
2n− α(G) ≥ i(G′), or α(G) + i(G′) ≤ 2n.

Next, let I ′ be a minimum independent dominating set in G′. Then each set {vi, ai, bi} contains either

exactly one vertex of I ′ (and then it is vi) or exactly two vertices of I ′ (and therefore they are ai and bi).
Then |I ′| = |V ∩ I ′|+ 2|V \ I ′| = 2|V | − |V ∩ I ′| = 2n− |I|, where I = V ∩ I ′ is an independent set

in G of size |I| = 2n − |I ′| = 2n− i(G′). Hence, α(G) ≥ 2n − i(G′), or α(G) + i(G′) ≤ 2n, which

completes the proof.

6 Concluding remarks
In Section 3, we have shown that the class Rk from Joos and Rautenbach (2015) is an interesting subclass

of the class of k-equipackable graphs, a natural extension of well-covered graphs. Applying this result to

line graphs allows to show that every graph with equal maximum distance-k and distance-2k matching

sizes is k-equimatchable. It is notable that belonging to Rk for a strongly chordal graph is equivalent to

having equal k-domination and k-packing numbers. It is an open question whether there are any other

k-equipackable strongly chordal graphs or whether this duality result can be extended to some larger class

of graphs.

We have shown that the DISTANCE-k WEIGHTED MINIMUM MAXIMAL MATCHING problem is NP-

hard to approximate in the class of chordal graphs within a factor of c lnn, where n is the number of the

input graph vertices, for some fixed constant c and every fixed even k (Section 4). It thus remains an open

problem to obtain corresponding approximation bounds in chordal graphs for odd values of k. The same

question applies to the WEIGHTED k-INDEPENDENT DOMINATING SET problem for even k. It is also

open whether the obtained inapproximability bounds are tight.

The hardness result for the MINIMUM MAXIMAL INDUCED MATCHING problem in large-girth planar

graphs from Section 5 is obtained using a construction with the maximum vertex degree more than the

number of the input graph vertices. It is thus interesting whether these results hold when the vertex degrees

are limited. Further research might also concern the case of minimum maximal distance-k matchings in

large-girth graphs for higher values of k.
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