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On the inducibility of small trees

Audace A. V. Dossou-Olory∗ Stephan Wagner†

Department of Mathematical Sciences, Stellenbosch University, South Africa

received 15th Apr. 2019, revised 26th Aug. 2019, accepted 10th Sep. 2019.

The quantity that captures the asymptotic value of the maximum number of appearances of a given topological tree

(a rooted tree with no vertices of outdegree 1) S with k leaves in an arbitrary tree with sufficiently large number of

leaves is called the inducibility of S. Its precise value is known only for some specific families of trees, most of them

exhibiting a symmetrical configuration. In an attempt to answer a recent question posed by Czabarka, Székely, and the

second author of this article, we provide bounds for the inducibility J(A5) of the 5-leaf binary tree A5 whose branches

are a single leaf and the complete binary tree of height 2. It was indicated before that J(A5) appears to be ‘close’ to

1/4. We can make this precise by showing that 0.24707 . . . ≤ J(A5) ≤ 0.24745 . . .. Furthermore, we also consider

the problem of determining the inducibility of the tree Q4, which is the only tree among 4-leaf topological trees for

which the inducibility is unknown.

Keywords: inducibility, binary tree, ternary tree, leaf-induced subtree, maximum density, d-ary tree, topological tree

1 Introduction and previous results

The study of graph inducibility was brought forward in 1975 by Pippenger and Golumbic, who investigated

the maximum frequency of k-vertex simple graphs occurring as subgraphs within a graph whose number

of vertices approaches infinity – see Pippenger and Golumbic (1975) for details and first results on the

inducibility of graphs. To this day, there is substantial activity regarding this concept. In analogy to (Pip-

penger and Golumbic, 1975), the inducibility of a rooted tree S with k leaves is defined as the maximum

frequency at which S can appear as a subtree induced by k leaves of an arbitrary rooted tree whose number

of leaves tends to infinity (Czabarka et al., 2017, 2020; Dossou-Olory and Wagner, 2019). Bubeck and

Linial (2016) defined the inducibility of a tree S with k vertices as the maximum proportion of S as a

subtree among all k-vertex subtrees of a tree whose number of vertices tends to infinity. We also mention

that Sperfeld (2011) extended the concept of inducibility to monodirected graphs, and also gave bounds

(using Razborov’s flag algebra method) for some graphs with at most four vertices.

For any of the aforementioned notions of inducibility, can the exact inducibility of trees (graphs) with

a moderate size always be determined explicitly? The answer to this question turns out to be either unde-

cidable or negative in general in the original context of simple graphs (Exoo, 1986; Sperfeld, 2011; Hirst,

2014; Even-Zohar and Linial, 2015; Bubeck and Linial, 2016). The concept of inducibility of a tree with k
leaves is still new and the precise value of the inducibility is known only for a few classes of trees, most of

them exhibiting a symmetrical configuration. The recent paper (Czabarka et al., 2017) raised some ques-

tions on the inducibility of binary trees, one of which is discussed and approximately solved within this

note. The present paper also covers a related problem concerning the inducibility of a ternary tree with four

leaves.

Since the inducibility of trees is a quantity that was only introduced recently, let us first turn to a prelim-

inary account on the subject.

A rooted tree without vertices of outdegree 1 will be called a topological tree as in (Bergeron et al.,

1998; Allman and Rhodes, 2004; Dossou-Olory and Wagner, 2019). We are concerned with topological
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trees with a given number of leaves. If, in addition, every vertex has d (≥ 2) or fewer children, then the

tree will be called a d-ary tree as in (Czabarka et al., 2020). Instead of 2-ary tree and 3-ary tree, we shall

simply say binary tree and ternary tree, respectively.

A leaf-induced subtree of a topological tree T is any subtree produced in the following three steps:

consider a subset L of leaves of T ; take the minimal subtree containing all the leaves in L; suppress all

vertices whose outdegree is 1.

An illustration of this process of finding a leaf-induced subtree of T is shown in Figure 1. For a topolog-

ical tree T , we shall denote its number of leaves by |T |.

ℓ1 ℓ2 ℓ3 ℓ4 ℓ1 ℓ2 ℓ3 ℓ4

Fig. 1: A ternary tree T (left) and the subtree induced by the set of leaves {ℓ1, ℓ2, ℓ3, ℓ4} of T (right).

By density of a topological tree S in T , we mean the proportion of all subsets of |S| leaves of T that

induce a leaf-induced subtree isomorphic (in the sense of rooted tree isomorphism) to S. We shall denote

this density by γ(S, T ). Thus, it makes sense to set γ(S, T ) = 0 for |S| > |T |.
The inducibility of S (as defined and studied in (Dossou-Olory and Wagner, 2019)) is its maximum

density as a leaf-induced subtree of T as the size of T tends to infinity:

J(S) := lim sup
|T |→∞

T topological tree

γ(S, T ) = lim
n→∞

max
|T |=n

T topological tree

γ(S, T ) .

The limit is known to exist; see Dossou-Olory and Wagner (2019, Theorem 3).

Similarly, when the underlying set over which the supremum is taken is restricted to d-ary trees, we

define

Id(D) := lim sup
|T |→∞

T d-ary tree

γ(D,T ) = lim
n→∞

max
|T |=n

T d-ary tree

γ(D,T )

to be the inducibility of a d-ary tree D in d-ary trees (again, the limit is known to exist—Czabarka et al.

(2020, Theorem 3)). The subscript d is used to emphasize the fact that we are taking the maximum over

the set of all d-ary trees.

The initial motivation for studying the quantities J(S) and Id(D) was twofold: first, they are natural

tree analogues of the notion of inducibility in graphs (as outlined above), which is classical in graph theory.

The other was a concrete application (Czabarka et al., 2017) to structures called tanglegrams, which consist

of two binary trees entangled by a perfect matching between the leaves. In order to estimate the crossing

number of random tanglegrams, it was necessary to find (asymptotic) bounds on the number γ(S, T ).

While in the past many results on the inducibility were obtained for graphs, this is not yet the case

for trees and many challenging questions remain. The problem of computing the inducibility of a tree

appears to be quite difficult even for trees with a small number of leaves—already the inducibilities of

some trees with only four or five leaves are not known. The only cases for which an explicit expression

is presently known are caterpillars and trees that are highly balanced, thus close to complete d-ary trees;
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cf. papers Czabarka et al. (2017, 2020); Dossou-Olory and Wagner (2018, 2019). The reason why they are

manageable is that the trees T for which the maximum

max
|T |=n

T d-ary tree

γ(D,T )

is attained have a simple structure (caterpillars and essentially complete d-ary trees) in these cases. In

general, this structure appears to be much harder to determine, which is why we have to settle for upper

and lower bounds in this paper.

Among 5-leaf binary trees, the tree A5 (see Figure 2(a)) is the only one for which the inducibility has not

been determined yet. Also, the inducibility of the 4-leaf ternary tree Q4 shown in Figure 2(b) is unknown.

Thus, these are the smallest cases for which we do not have explicit expressions.

(a) The binary tree A5. (b) The ternary tree Q4.

Fig. 2: The topological trees A5 and Q4.

In earlier papers (Czabarka et al., 2020; Dossou-Olory and Wagner, 2018, 2019), various lower bounds

were given on the inducibility of topological trees and thus the inducibilities of Q4 and A5. In this note, we

shall propose constructions that yield improved lower bounds on the inducibility of the two trees Q4 and

A5. Moreover, using a computer search, we shall be able to bound both the inducibility of A5 in topological

trees and the inducibility of Q4 in ternary trees from above.

The inducibility of some families of topological trees is known precisely. As such, we have stars, binary

caterpillars (Czabarka et al., 2020), complete d-ary trees and more generally, the so-called even d-ary

trees (Dossou-Olory and Wagner, 2018). We already know the inducibility of all topological trees with

at most three leaves: each of them has inducibility 1, except for the star with three leaves, which has

inducibility (d − 2)/(d+ 1) in d-ary trees. There are only five different topological trees with four leaves

(see Figure 3), and the precise inducibility of four of them is at least partially known:

J
(

CD2
2

)

= Id
(

CD2
2

)

=
3

7
for all d (Czabarka et al., 2017; Dossou-Olory and Wagner, 2018),

J
(

F 2
4

)

= Id
(

F 2
4

)

= 1 for all d (Czabarka et al., 2017, 2020) ,

J(S4) = 1 (Czabarka et al., 2020) ,

Id(S4) =
(d− 2)(d− 3)

d2 + d+ 1
for all d (Czabarka et al., 2020) ,

I3
(

E3
4

)

=
6

13
(Dossou-Olory and Wagner, 2018) ,

Id
(

E3
4

)

= unknown for d > 3 .

When considering binary trees, we notice that there are only three isomorphism types of 5-leaf trees –

see Figure 4 – and the inducibility of two of them has been determined:

J
(

E2
5

)

= Id
(

E2
5

)

=
2

3
(Czabarka et al., 2017; Dossou-Olory and Wagner, 2018) ,

J
(

F 2
5

)

= Id
(

F 2
5

)

= 1 (Czabarka et al., 2017, 2020)

for all d. The inducibility of the binary tree A5 is of particular interest to us, since it is the smallest binary

tree for which the inducibility is not known explicitly. In Czabarka et al. (2017), the authors considered the
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(a) Q4 (b) CD2

2
(c) F 2

4
(d) E3

4
(e) S4

Fig. 3: All the topological trees with four leaves.

problem of computing the inducibility of the tree A5 in binary trees, and mentioned that I2(A5) appears

to be close to 1/4. This observation came from a computer experiment, but no explicit sequence of binary

trees that would yield a value close to 0.25 in the limit was given. Here we provide a construction which

yields the value 0.24707 . . . as a lower bound. We also describe how to perform an efficient computer

search and obtain 0.24745 . . . as an upper bound on I2(A5).

(a) (b) (c) (d)

(e) E2

5
(f) F 2

5
(g) A5 (h)

(i) (j) (k) (l)

Fig. 4: All the 5-leaf topological trees.

In the second part of this work, we consider the problem of finding the inducibility of the ternary tree

Q4 in ternary trees. Specifically, we prove that 0.1418 . . . ≤ I3(Q4) ≤ 0.1435 . . .. These two trees that
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we focus on exhibit a non-symmetrical configuration, which makes the computation of their inducibilities

harder. For the binary tree A5, we are tempted to conjecture that our candidate is an optimal sequence of

binary trees giving the explicit value of I2(A5) in the limit, which we obtain as a function of the global

maximum of a certain three-variable polynomial over a specific domain.

2 Statement of results

Paper (Dossou-Olory and Wagner, 2019) covers, among other things, the relationship between the degree-

restricted inducibility Id(S) in d-ary trees and the general inducibility J(S) in topological trees at large. It

was proved in (Dossou-Olory and Wagner, 2019) that

J(S) = lim
d→∞

Id(S) .

A d-ary tree will be called a strictly d-ary tree if each of its internal vertices has exactly d children. By a

result in (Czabarka et al., 2020, Theorem 5), we also know that the underlying set over which the maximum

density in d-ary trees is taken can be reduced to strictly d-ary trees, that is

Id(S) = lim
n→∞

max
|T |=n

T strictly d-ary tree

γ(S, T ) .

In (Czabarka et al., 2017), the authors formulated some questions and conjectures on the inducibility

in binary trees, one of which was solved recently in (Czabarka et al., 2020). Among the questions posed,

one of them asks for the inducibility of the 5-leaf binary tree A5 (see Figure 2). As mentioned in the

introduction, this problem appears to be quite hard and finding a sequence of binary trees that yields I2(A5)
in the limit also appears to be a difficult task. Czabarka et al. (2017) further mentioned that I2(A5) is close

to 1/4, which will be made more precise here with the following result:

Theorem 1. For the binary tree A5, we have

0.247071 ≤ J(A5) = I2(A5) ≤
32828685715097

132667832500200
≈ 0.247450 .

As part of the ingredients needed to prove this result, let us define a new class of binary trees (which is

already considered in recent papers (Czabarka et al., 2017; Dossou-Olory and Wagner, 2018)).

The even binary tree E2
n with n leaves is obtained recursively as follows:

• E2
1 is the tree with only one vertex;

• for n > 1, the branches of E2
n are the even binary trees E2

⌊n/2⌋ and E2
⌈n/2⌉.

An example of an even binary tree can be found in Figure 5.

Fig. 5: The even binary tree E2

7 with seven leaves.

We shall prove the upper bound in Theorem 1 by means of an algorithmic approach. For the lower

bound, we shall make use of the binary tree S(n1, n2, n3, n4) whose rough picture is shown in Figure 6,

where each triangle represents an even binary tree. More specifically, to obtain the tree S(n1, n2, n3, n4),



6 Audace A. V. Dossou-Olory, Stephan Wagner

n1

n2

n3

n4

Fig. 6: The binary tree S(n1, n2, n3, n4) described for Theorem 1.

we take the 4-leaf binary tree whose internal vertices form a path beginning at the root (the square vertex

on top in Figure 6), and identify the four leaves with the even binary trees whose number of leaves is

n1, n2, n3, n4, respectively in this order (starting with the top leaf attached to the root).

As a next step, we set up a formula for the number of copies of A5 in S(n1, n2, n3, n4); this formula

is used together with a result on even binary trees from Dossou-Olory and Wagner (2018) to derive an

asymptotic formula for c(A5, S(n1, n2, n3, n4)) as n = n1 + n2 + n3 + n4 → ∞. Finally, we compute

(at least approximately) the global maximum of the main term in the asymptotic formula of the density

γ(A5, S(n1, n2, n3, n4)) in the region defined by 0 < n1, n2, n3, n4 < n and n1 + n2 + n3 + n4 = n.

As a closing comment, when we consider five or more even binary trees instead of four in the tree

configuration of Figure 6, we do not seem to get a better lower bound. We therefore expect our construction

to be best possible.

Among the topological trees with fewer than five leaves, the 4-leaf ternary tree Q4 (Figure 2) is the only

one for which we are yet to determine an exact inducibility. What is the inducibility of Q4 (at least in

ternary trees)? In what follows, we shall derive a lower and upper bound on I3(Q4). Our second main

theorem reads as follows:

Theorem 2. For the ternary tree Q4, we have

0.141827 ≈
59

416
≤ I3(Q4) ≤

73848853

514606225
≈ 0.143506 .

The proof of the lower bound in Theorem 2 is accomplished by an explicit construction (as in Theo-

rem 1), while the upper bound is obtained by means of a computer search. We defer them to Section 5.

The star with k leaves is obtained by joining k distinct vertices to a new vertex (the root of the star). We

shall denote it with the symbol Sk.

The complete d-ary tree of height h is the strictly d-ary tree in which the distance from every leaf to the

root is h. Such a tree has dh leaves in total and shall be denoted with the symbol CDd
h.

For a positive integer k ≥ 3, denote by Qk the tree whose branches are Sk−1 and S1 (the single leaf). The

following proposition will serve as an intermediary result to proving a new lower bound on the inducibility

of the tree Q4. Its proof will be given in Section 5.
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Proposition 3. For all positive integers d, k, and h such that d ≥ 2 and k ≥ 3, the formula

c
(

Qk, CDd
h

)

=
(d− 1)

(

d
k−1

)

dk−1 − d
· dh

(

d(k−1)h − dk−1

dk−1 − 1
−

dh − d

d− 1

)

holds. In particular, we have

Id(Qk) ≥
k!(d− 1)

(

d
k−1

)

(dk−1 − d)(dk−1 − 1)

for every d ≥ 2 and every k ≥ 3.

The next proposition shows that the bounds mentioned in Theorems 1 and 2 are much better than the

natural bounds provided by the complete d-ary trees, cf. Dossou-Olory and Wagner (2018).

Proposition 4. For the trees Q4 and A5, we have

lim
h→∞

γ
(

Q4, CD3
h

)

=
1

13

and

lim
h→∞

γ
(

A5, CD2
h

)

=
1

7
.

Proof: The specialisation d = 3 and k = 4 in Proposition 3 yields

lim
h→∞

γ
(

Q4, CD3
h

)

=
1

13
.

As a special case of a result in (Dossou-Olory and Wagner, 2018, Theorem 1), we know that

lim
h→∞

γ
(

A5, CD2
h

)

=
2 · 5

25 − 2
· I2
(

CD2
2

)

,

while it was proved in the same source (see also Czabarka et al. (2017, Proposition 2)) that

I2
(

CD2
2

)

=
3

7
.

This completes the proof of the proposition.

3 An algorithm for the maximum

Our next theorem will be used to prove the upper bound on the inducibility of each of the trees A5 and Q4.

Here, we shall only discuss the tree A5 (the case of Q4 is analogous, as will become clear from the proof).

We know from Czabarka et al. (2020, Theorem 3) that

Id(S) ≤ max
|T |=n

T d-ary tree

γ(S, T )

for all d-ary trees S and n ≥ |S|. Thus it suffices to determine the value on the right (which can be shown

to be decreasing in n as n ≥ |S|) for as large a value of n as possible to obtain an upper bound. This will

be the main goal of this section, where an algorithm for this purpose will be presented. We first need a

series of lemmas.

If v is a vertex of a topological tree T , then the subtree T [v] consisting of v and all its descendants in T
is called a fringe subtree of T . In other words, T [v] is the subtree of T rooted at v.
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Lemma 5. Let v be a vertex of a binary tree T , and let T [v] be the fringe subtree rooted at v. The number

of copies of A5 in T can be expressed as

c(A5, T ) = c(A5, T [v]) + (|T | − |T [v]|)c(CD2
2 , T [v]) +R ,

where R only depends on the size of T [v] (and the rest of T ), but not its precise structure.

Proof: If a set of leaves contains at most three leaves of T [v], then there is only one possibility for the tree

induced by them inside of T [v]. Thus the number of copies of A5 in T that contain at most three leaves of

T [v] only depends on the size of T [v], but not its shape. This leaves us with

• copies of A5 that are entirely contained in T [v]; their number is clearly c(A5, T [v]),

• copies of A5 that contain precisely four leaves of T [v]; there are |T | − |T [v]| other leaves, and the

four leaves in T [v] have to induce a copy of CD2
2 to obtain a copy of A5. Thus the number of these

copies is (|T | − |T [v]|)c(CD2
2 , T [v]).

The statement of the lemma follows.

Lemma 6. Let v be a vertex of a binary tree T , and let T [v] be the fringe subtree rooted at v. Let S be a

binary tree of the same size as T [v] that satisfies

c(CD2
2 , S) ≥ c(CD2

2 , T [v]) and c(A5, S) ≥ c(A5, T [v]) ,

at least one of them with strict inequality. Let T ′ be obtained from T by replacing T [v] with S; then we

have

c(A5, T
′) > c(A5, T ).

Proof: This is immediate from the previous lemma.

Lemma 7. Let v be a vertex of a binary tree T , and let T [v] be the fringe subtree rooted at v. Let S1 and

S2 be two binary trees of the same size as T [v] that satisfy

c(CD2
2, S1) > c(CD2

2 , T [v]) > c(CD2
2 , S2)

and

c(A5, S1) < c(A5, T [v]) < c(A5, S2) .

Suppose further that

c(A5, S1)− c(A5, T [v])

c(CD2
2, S1)− c(CD2

2 , T [v])
≥

c(A5, T [v])− c(A5, S2)

c(CD2
2 , T [v])− c(CD2

2 , S2)
. (1)

Let T1 and T2 be obtained from T by replacing T [v] with S1 and S2 respectively; then we have

max
(

c(A5, T1), c(A5, T2)
)

≥ c(A5, T ). (2)

If strict inequality holds in (1), then we also have strict inequality in (2).

Proof: Let k = |T | − |T [v]|. By Lemma 5, we have

c(A5, T1)− c(A5, T ) = c(A5, S1)− c(A5, T [v]) + k
(

c(CD2
2 , S1)− c(CD2

2 , T [v])
)

=
(

c(CD2
2 , S1)− c(CD2

2 , T [v])
)

(

k +
c(A5, S1)− c(A5, T [v])

c(CD2
2, S1)− c(CD2

2 , T [v])

)

.

If
c(A5, S1)− c(A5, T [v])

c(CD2
2 , S1)− c(CD2

2, T [v])
≥ −k,
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then we are done, since c(A5, T1) ≥ c(A5, T ). Otherwise, (1) implies that

c(A5, T [v])− c(A5, S2)

c(CD2
2 , T [v])− c(CD2

2 , S2)
< −k.

Now it follows that

c(A5, T2)− c(A5, T ) = c(A5, S2)− c(A5, T [v]) + k
(

c(CD2
2 , S2)− c(CD2

2 , T [v])
)

=
(

c(CD2
2, S2)− c(CD2

2 , T [v])
)

(

k +
c(A5, T [v])− c(A5, S2)

c(CD2
2 , T [v])− c(CD2

2 , S2)

)

> 0,

so c(A5, T2) ≥ c(A5, T ). Either way, we have (2). Equality can only hold if both quotients in (1) are equal

to −k. This completes the proof.

Lemma 8. Let v be a vertex of a binary tree T , and let T [v] be the fringe subtree rooted at v. Let S be a

binary tree of the same size as T [v] that satisfies

c(CD2
2, S) > c(CD2

2 , T [v])

and

c(A5, S) < c(A5, T [v]) .

Suppose further that
c(A5, S)− c(A5, T [v])

c(CD2
2 , S)− c(CD2

2 , T [v])
≥ |T [v]| − |T |. (3)

Let T ′ be obtained from T by replacing T [v] with S; then we have

c(A5, T
′) ≥ c(A5, T ). (4)

If strict inequality holds in (3), then we also have strict inequality in (4).

Proof: As in the proof of the previous lemma, we have

c(A5, T
′)− c(A5, T ) =

(

c(CD2
2 , S)− c(CD2

2, T [v])
)

(

|T | − |T [v]|+
c(A5, S)− c(A5, T [v])

c(CD2
2 , S)− c(CD2

2 , T [v])

)

.

The statement follows immediately.

Now we are ready to describe the algorithm to determine the maximum number of copies of A5 in a bi-

nary tree with n leaves. To this end, we define a sequence of sets of binary trees: intuitively speaking, L(n)
consists of trees with n leaves that can potentially occur as fringe subtrees of “optimal” trees, i.e., binary

trees that maximize the number of copies of A5. A formal recursive definition will be provided below. We

also associate every tree T with the pair P (T ) = (c(A5, T ), c(CD2
2, T )), which can be interpreted as a

point in the plane, and we set

L(n) = {P (T ) : T ∈ L(n)}

for every n. The sets L(n) are recursively defined as follows:

1. The set L(1) only consists of one tree, which only has a single vertex.

2. For n > 1, we consider all binary trees with n leaves for which each branch lies in one of the

sets L(m) for some m < n. Clearly, if one branch lies in L(k), the other has to lie in L(n − k).
For reasons to become clear later (essentially, we are applying Lemma 8), we will be even more

restrictive: we consider all binary trees with n leaves whose branches both lie in

⋃

m<n

{

T ∈ L(m) : there is no S ∈ L(m) such that c(CD2
2 , S) > c(CD2

2 , T ),

c(A5, S) < c(A5, T ), and
c(A5, S)− c(A5, T [v])

c(CD2
2, S)− c(CD2

2, T )
≥ m− n

}

.

This gives us a preliminary set H1(n).
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3. If there are two trees T and T ′ in H1(n) such that

c(CD2
2 , T ) ≥ c(CD2

2, T
′) and c(A5, T ) ≥ c(A5, T

′) ,

remove T ′ from H1(n). If we have equality in both inequalities, we can arbitrarily remove either T
or T ′. In geometric terms, the condition means that the point P (T ′) lies to the left and below the

point P (T ) in the plane. We repeat this step until there are no two trees T and T ′ satisfying the

aforementioned condition anymore. At the end, we are left with a set H2(n).

4. As a final reduction step, we eliminate all trees T from H2(n) for which there exist two trees S1 and

S2 in H2(n) such that the inequalities of Lemma 7 hold, i.e.,

c(CD2
2 , S1) > c(CD2

2 , T ) > c(CD2
2 , S2)

and

c(A5, S1) < c(A5, T ) < c(A5, S2)

as well as

c(A5, S1)− c(A5, T )

c(CD2
2 , S1)− c(CD2

2, T )
≥

c(A5, T )− c(A5, S2)

c(CD2
2 , T )− c(CD2

2, S2)
.

Considering the set of points {P (T ) : T ∈ H2(T )} in the plane, this amounts to taking the upper

envelope of the points. The resulting set after this reduction is L(n). At this point, we can arrange

the elements of L(n) as a list of trees T1, T2, . . . , Tr such that

c(CD2
2, T1) < c(CD2

2 , T2) < · · · < c(CD2
2 , Tr) ,

c(A5, T1) > c(A5, T2) > · · · > c(A5, Tr) ,

and the sequence of “slopes”

c(A5, Tj+1)− c(A5, Tj)

c(CD2
2 , Tj+1)− c(CD2

2 , Tj)

is strictly decreasing. This also makes it easier to construct the set in step (2): the trees from L(m)
that are allowed as branches are precisely those starting from the point where the slope is less than

m− n.

Due to the rules of the two elimination steps, the following holds for all T ∈ H1(n) at the end:

• Either there exists an S ∈ L(n) (possibly T = S) such that

c(CD2
2, S) ≥ c(CD2

2 , T ) and c(A5, S) ≥ c(A5, T ) ,

• or there exist two trees S1, S2 ∈ L(n) such that

c(CD2
2 , S1) > c(CD2

2, T ) > c(CD2
2 , S2), c(A5, S1) < c(A5, T ) < c(A5, S2)

and

c(A5, S1)− c(A5, T )

c(CD2
2 , S1)− c(CD2

2, T )
≥

c(A5, T )− c(A5, S2)

c(CD2
2 , T )− c(CD2

2, S2)
.

The following theorem shows that the maximum of c(A5, T ) for binary trees T with a given number of

leaves can be determined purely by focusing on the sets L(n).
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Theorem 9. For every positive integer n, there exists a binary tree Mn with n leaves such that

c(A5,Mn) = max
|T |=n

T binary tree

c(A5, T )

and all fringe subtrees of Mn (including Mn itself) lie in
⋃

k≥1 L(k). In particular,

max
|T |=n

T binary tree

c(A5, T ) = max
T∈L(n)

c(A5, T ) .

Proof: Suppose that the statement does not hold, and let m be minimal with the property that there is a

positive integer n such that every “optimal” tree (tree attaining the maximum max|T |=n c(A5, T )) has a

fringe subtree with m or fewer leaves that does not lie in
⋃

1≤k≤m L(k). Clearly, m > 1.

By our choice of m, there must be an optimal tree T with n leaves for which all fringe subtrees with less

than m leaves lie in
⋃

1≤k<m L(k). Among all possible choices of T , we can choose one for which the

number of m-leaf fringe subtrees that do not lie in L(m) is minimal. Consider one of these fringe subtrees

T [v]. Both its branches lie in
⋃

1≤k<m L(k), which leaves us with the following possible reasons why T [v]
is not in L(m):

• The branches of T [v] do not satisfy the condition of step (2) in the construction of L(n) (i.e., T [v]
does not even lie in H1(m)). Suppose that for one of the branches B, there is a tree S in L|B| such

that

c(CD2
2 , S) > c(CD2

2 , B), c(A5, S) < c(A5, B) ,

and

c(A5, S)− c(A5, B)

c(CD2
2 , S)− c(CD2

2, B)
≥ |B| − |T [v]| ≥ |B| − |T | .

We can replace B by S, and do likewise with the other branch of T [v] if necessary. We either reach

a contradiction to the optimality of T [v] by means of Lemma 8 immediately, or (if equality holds

above) a new tree that is still optimal, but where T [v] has been replaced by a tree in L(m), again

contradicting the choice of T . So for the remaining cases, we can at least assume that T [v] ∈ H1(m).

• There is a binary tree S ∈ L(m) such that

c(CD2
2 , S) ≥ c(CD2

2, T [v]) and c(A5, S) ≥ c(A5, T [v]) .

In this case, we can replace T [v] by S to obtain a new tree with at least as many copies of A5 as T by

Lemma 6. This contradicts our choice of T (it is either not optimal, or it does not have the smallest

number of m-leaf fringe subtrees that do not lie in L(m)).

• There are binary trees S1, S2 ∈ L(m) such that

c(CD2
2 , S1) > c(CD2

2, T ) > c(CD2
2 , S2), c(A5, S1) < c(A5, T ) < c(A5, S2)

and

c(A5, S1)− c(A5, T )

c(CD2
2 , S1)− c(CD2

2, T )
≥

c(A5, T )− c(A5, S2)

c(CD2
2 , T )− c(CD2

2, S2)
.

In this case, we can replace T [v] by either S1 or S2 to obtain a contradiction in the same way as in

the previous case (now by means of Lemma 7).
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Since we reach a contradiction in all possible cases, the proof is complete.

For a practical implementation of this algorithm, it actually suffices to work with the lists

L(n) = {P (T ) : T ∈ L(n)}

that contain the values of P (T ) = (c(A5, T ), c(CD2
2, T )). These values can be calculated recursively: if

the branches of a binary tree T are B1 and B2, we have

c(A5, T ) = c(A5, B1) + c(A5, B2) + |B1|c(CD2
2 , B2) + |B2|c(CD2

2 , B1) (5)

and

c(CD2
2 , T ) = c(CD2

2, B1) + c(CD2
2 , B2) +

(

|B1|

2

)(

|B2|

2

)

. (6)

These formulas can be explained as follows:

• A subset of five leaves of the leaf-set of T can either be a subset of leaves of B1, or a subset of leaves

of B2, or splits into leaves of both B1 and B2. In the latter case, the split must be of the type 1 − 4
(or 4 − 1) as the branches of A5 are a single vertex and CD2

2 . Moreover, the four leaves that lie in

one branch have to induce CD2
2 there. This proves the recursion for A5.

• Four leaves of T that induce the tree CD2
2 can either lie entirely in T1 or T2; or precisely two leaves

in each of the branches B1 and B2 of T induce the star S2 to obtain a copy of CD2
2 . This proves the

recursive formula for CD2
2 .

Thus, it is never necessary to store full tree structures. At the end, the maximum

max
|T |=n

T binary tree

c(A5, T )

can be determined easily from L(n).

4 Proof of Theorem 1

This section is devoted to proving Theorem 1. Recall that we are going to use the binary treeS(n1, n2, n3, n4)
presented in Figure 6. Moreover, we now need to consider only I2(A5) because it is established in (Dossou-

Olory and Wagner, 2019, Corollary 8) that J(B) = I2(B) for every binary tree B.

Proof of Theorem 1: Let us set n = n1 + n2 + n3 + n4. Recall from equation (5) that a recursion for the

number of copies of A5 in any binary tree T with branches B1 and B2 is given by

c(A5, T ) = c(A5, B1) + c(A5, B2) + |B1| · c
(

CD2
2 , B2

)

+ |B2| · c
(

CD2
2 , B1

)

.

So for the tree S(n1, n2, n3, n4), we obtain

c
(

A5, S(n1, n2, n3, n4)
)

= c
(

A5, E
2
n1

)

+ c
(

A5, E
2
n2

)

+ c
(

A5, E
2
n3

)

+ c
(

A5, E
2
n4

)

+ n3 · c
(

CD2
2, E

2
n4

)

+ n4 · c
(

CD2
2, E

2
n3

)

+ n2 · c
(

CD2
2, Tn3,n4

)

+ (n3 + n4) · c
(

CD2
2 , E

2
n2

)

+ n1 · c
(

CD2
2, Tn2,n3,n4

)

+ (n2 + n3 + n4) · c
(

CD2
2 , E

2
n1

)

,

(7)

where Tn3,n4
is the binary tree whose branches are the even binary trees E2

n3
and E2

n4
, while Tn2,n3,n4

is

the binary tree whose branches are E2
n2

and Tn3,n4
.

Also, recall from equation (6) that a recursion for the number of copies of CD2
2 in any binary tree T

with branches B1 and B2 is given by

c(CD2
2 , T ) = c(CD2

2, B1) + c(CD2
2 , B2) +

(

|B1|

2

)(

|B2|

2

)

.
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So for the binary tree Tn2,n3,n4
, we get

c
(

CD2
2, Tn2,n3,n4

)

= c
(

CD2
2 , E

2
n2

)

+ c
(

CD2
2 , Tn3,n4

)

+

(

n2

2

)(

n3 + n4

2

)

.

Likewise,

c
(

CD2
2, Tn3,n4

)

= c
(

CD2
2 , E

2
n3

)

+ c
(

CD2
2 , E

2
n4

)

+

(

n3

2

)(

n4

2

)

.

Thus, equation (7) becomes

c
(

A5, S(n1, n2, n3, n4)
)

= c
(

A5, E
2
n1

)

+ c
(

A5, E
2
n2

)

+ c
(

A5, E
2
n3

)

+ c
(

A5, E
2
n4

)

+ n3 · c
(

CD2
2 , E

2
n4

)

+ n4 · c
(

CD2
2 , E

2
n3

)

+ (n3 + n4) · c
(

CD2
2 , E

2
n2

)

+ n2

(

c
(

CD2
2 , E

2
n3

)

+ c
(

CD2
2, E

2
n4

)

+

(

n3

2

)(

n4

2

)

)

+ n1

(

c
(

CD2
2 , E

2
n2

)

+ c
(

CD2
2, E

2
n3

)

+ c
(

CD2
2, E

2
n4

)

+

(

n3

2

)(

n4

2

)

+

(

n2

2

)(

n3 + n4

2

)

)

+ (n2 + n3 + n4) · c
(

CD2
2 , E

2
n1

)

after combining everything. As a special case of Dossou-Olory and Wagner (2018, Theorem 12), we have

c
(

CD2
2, E

2
n

)

=
1

56
· n4 +O(n3)

for all n. On the other hand, using this asymptotic formula along with the recursion

c
(

A5, E
2
n

)

= c
(

A5, E
2
⌊n/2⌋

)

+ c(A5, E
2
⌈n/2⌉)

+ ⌊n/2⌋ · c
(

CD2
2, E

2
⌈n/2⌉

)

+ ⌈n/2⌉ · c
(

CD2
2, E

2
⌊n/2⌋

)

,

which follows from (5) by the definition of the even binary tree E2
n, it is not hard to prove that there exist

absolute constants K1,K2 ≥ 0 such that the double inequality

1

840
· n5 −K1 · n

4 ≤ c
(

A5, E
2
n

)

≤
1

840
· n5 +K2 · n

4

holds for all n—the details are omitted.

Now, let x1, x2, x3, x4 be positive real numbers with x1 + x2 + x3 + x4 = 1. We set

ni = ⌊xin⌋ = xin+O(1)

for i = 1, 2, 3, 4. Combining all the asymptotic formulas, we can now rewrite c
(

A5, S(n1, n2, n3, n4)
)

as

follows:

c
(

A5, S(n1, n2, n3, n4)
)

=
n5

840

(

x5
1 + x5

2 + x5
3 + x5

4

)

+
n5

56

(

x3 · x
4
4 + x4 · x

4
3

)

+
n5

56
· x2

(

x4
3 + x4

4 + 14 · x2
3 · x

2
4

)

+
n5

56
(x3 + x4)x

4
2

+
n5

56
· x1

(

x4
2 + x4

3 + x4
4 + 14 · x2

3 · x
2
4 + 14 · x2

2(x3 + x4)
2
)

+
n5

56
(x2 + x3 + x4)x

4
1 +O(n4) .

Set

F (x1, x2, x3) =
1

840

(

x5
1 + x5

2 + x5
3 + (1− x1 − x2 − x3)

5
)

+
1

56

(

x3(1− x1 − x2 − x3)
4
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+ (1− x1 − x2 − x3)x
4
3 + x2

(

x4
3 + (1 − x1 − x2 − x3)

4

+ 14 · x2
3(1− x1 − x2 − x3)

2
)

+ (1− x1 − x2)x
4
2

+ x1

(

x4
2 + x4

3 + (1 − x1 − x2 − x3)
4 + 14 · x2

3(1 − x1 − x2 − x3)
2

+ 14 · x2
2(1− x1 − x2)

2
)

+ (1− x1)x
4
1

)

.

Then we obtain

c
(

A5, S(n1, n2, n3, n4)
)

= F (x1, x2, x3) · n
5 +O(n4)

as x1 + x2 + x3 + x4 = 1. With the help of a computer, we find that the global maximum of the function

F (x1, x2, x3) in the region covered by the inequalities 0 < x1, x2, x3 < 1, x1 + x2 + x3 < 1 is attained

at the points whose values are approximately

(x1 = 0.025347732268, x2 = 0.051425755177, x3 = 0.788023120078)

and

(x1 = 0.025347732268, x2 = 0.051425755177, x3 = 0.135203392478).

Note here that the two critical points are related by the symmetry between x3 and x4 in the asymptotic

formula for c
(

A5, S(n1, n2, n3, n4)
)

. Thus we have

max
0<x1,x2,x3<1
x1+x2+x3<1

F (x1, x2, x3) ≥ F (0.025347732268, 0.051425755177, 0.788023120078)

≈ 0.002058929182 .

The inequality

I2(A5) ≥ 0.002058929182× 5! ≈ 0.247071501785

follows. This concludes the proof of the first part of the theorem.

Remark 1. The precise lower bound is an algebraic number of degree 16; its minimal polynomial is given

in the appendix.

For the upper bound, we make use of Theorem 9 which states that the maximum of c(A5, T ) for binary

trees T with n leaves can be determined purely by focusing on the sets L(n) whose algorithmic description

is given in Section 3. Recall that by Theorem 3 in (Czabarka et al., 2020), we have

I2(A5) ≤ max
|T |=n

T binary tree

γ(A5, T )

for every n ≥ 5. Thus we want to calculate the maximum for different values of n. When our algorithm

terminates, the maximum number of copies of A5 among all binary trees with n leaves can be read off as

the greatest x-coordinate (first coordinate) of the elements of L(n), that is the x-coordinate of the very first

element of L(n)—see the discussion before Theorem 9.

We have implemented this algorithm in Mathematica. The notebook can be accessed at http://

math.sun.ac.za/˜swagner/TreeA5Final. The precise values of

an = max
|T |=n

T binary tree

γ(A5, T )

have been computed for n ≤ 2000—see Table 1. It follows that

I2(A5) ≤ a2000 =
32828685715097

132667832500200
≈ 0.24745 .

This completes the proof of the theorem.
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Tab. 1: Maximum density an of A5 among n-leaf binary trees

n 5 6 7 8 9 10 20 30

an 1 1
2

3
7

11
28

23
63

1
3

553
1938

19219
71253

n 40 50 60 70 80 90 100 150

an
57793
219336

550621
2118760

351943
1365378

44899
175406

6127045
24040016

930032
3662439

3177631
12547920

24765738
98600005

n 200 250 300 350 400 500 600 700

an 0.250153 0.249543 0.249142 0.248854 0.24864 0.24834 0.248143 0.248001

n 800 900 1000 1200 1400 1600 1800 2000

an 0.247894 0.247812 0.247747 0.247648 0.247577 0.247524 0.247483 0.24745

5 Proof of Theorem 2

Let us first provide a proof of Proposition 3, which is an intermediate step in the proof of Theorem 2:

Proof of Proposition 3: Let k ≥ 3 and d ≥ k− 1 be fixed (note that c
(

Qk, CDd
h

)

= 0 for d < k− 1). For

h = 1, we have c
(

Qk, CDd
h

)

= c(Qk, Sd) = 0. Since for the case h = 1, the statement holds trivially, we

can safely assume h ≥ 2 and proceed by induction on h.

We distinguish possible cases that can happen for a subset of k leaves of the tree CDd
h:

• all k leaves belong to the same branch of CDd
h. The total number of these subsets of leaves that

induce the tree Qk is given by d · c
(

Qk, CDd
h−1

)

, as all the branches of CDd
h are isomorphic to

CDd
h−1;

• more than two of the branches of CDd
h contain at least one of the k leaves. In this case the leaf-

induced subtree is not isomorphic to Qk (as the root degree of Qk is 2);

• exactly two of the branches of CDd
h contain at least two of the k leaves each. In this case the

leaf-induced subtree is not isomorphic to Qk (as one of the branches of Qk is the single leaf);

• one branch of CDd
h contains exactly one of the leaves and another branch of CDd

h contains k − 1
leaves. Since k > 2, the total number of these subsets of leaves that induce the tree Qk is given by

2 · dh−1 · c
(

Sk−1, CDd
h−1

)

for every choice of two branches of CDd
h.

Therefore, a recursion for c
(

Qk, CDd
h

)

is given by

c
(

Qk, CDd
h

)

= d · c
(

Qk, CDd
h−1

)

+ 2

(

d

2

)

· dh−1 · c
(

Sk−1, CDd
h−1

)

= d · c
(

Qk, CDd
h−1

)

+ (d− 1)dh
(

d

k − 1

)

(

d(k−1)(h−1) − dh−1

dk−1 − d

)

,

where the last step uses the identity

c
(

Sk, CDd
h

)

=

(

d

k

)

dk·h − dh

dk − d
(8)

valid for every k ≥ 2 – formula (8) can be found in (Czabarka et al., 2020, proof of Theorem 1). The

induction hypothesis gives

c
(

Qk, CDd
h

)

=
(d− 1)

(

d
k−1

)

dk−1 − d
· dh

(

d(k−1)(h−1) − dk−1

dk−1 − 1
−

dh−1 − d

d− 1

)

+ (d− 1)dh
(

d

k − 1

)

(

d(k−1)·(h−1) − dh−1

dk−1 − d

)
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=
(d− 1)

(

d
k−1

)

dk−1 − d
· dh

(

d(k−1)(h−1) +
d(k−1)(h−1) − dk−1

dk−1 − 1

−
dh−1 − d

d− 1
− dh−1

)

,

which, after simplification, yields the desired equality. The statement on the inducibility follows by passing

to the limit of the density γ
(

Qk, CDd
h

)

as h → ∞:

Id(Qk) ≥ lim
h→∞

γ
(

Qk, CDd
h

)

=
k!(d− 1)

(

d
k−1

)

(dk−1 − d)(dk−1 − 1)
.

We can now focus on Theorem 2.

Proof of Theorem 2: First off, we construct a new family of ternary trees: given a nonnegative integer

h ≥ 0, attach one copy of each of the complete ternary trees CD3
h and CD3

h+1 to a common vertex (their

respective roots are joined to a new vertex) to form a ternary tree which we shall name W 3
h . For example,

W 3
0 is the tree Q4. See also Figure 7 for the ternary tree W 3

1 .

Fig. 7: The ternary tree W 3

1 defined in the proof of Theorem 2.

We shall prove that

lim
h→∞

γ
(

Q4,W
3
h

)

=
59

416
.

To justify the specific choice, let us consider a more general construction. For positive integers n1 and

n2, we consider the ternary tree (which we simply denote by Tn1,n2
) whose branches are even ternary trees

with n1 and n2 leaves, respectively. The even ternary tree E3
n with n leaves is obtained recursively as

follows: E3
1 is the tree with only one vertex; E3

2 is the star with two leaves; for n > 2, the branches of E3
n

are the even ternary trees E3
k1
, E2

k2
and E3

k3
with k1, k2, k3 as equal as possible and k1 + k2 + k3 = n.

According to Proposition 3, we have

c
(

Q4, CDd
h

)

=
(d− 2)d4·h

6(d+ 1)(d2 + d+ 1)
+O(d2·h)

for every d and all h ≥ 3. In particular, the asymptotic formula

c
(

Q4, CD3
h

)

=
1

312
· 34·h +O(32·h)

is obtained for all h ≥ 3. On the other hand, we recall that the specialisation k = 3 in equation (8) of the

proof of Proposition 3 gives

c(S3, CD3
h) =

1

24
· 33h +O(3h)
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for all h ≥ 1, and employing the identity

c(S3, E
3
n) = c(S3, E

3
k1
) + c(S3, E

3
k2
) + c(S3, E

3
k3
) + k1 · k2 · k3 ,

it is not difficult to show that

c(S3, E
3
n) =

1

24
· n3 +O(n2)

for all n. Using the recursion

c
(

Q4, E
3
n

)

= c
(

Q4, E
3
k1

)

+ c
(

Q4, E
3
k2

)

+ c
(

Q4, E
3
k3

)

+ k1 · c
(

S3, E
3
k2

)

+ k2 · c
(

S3, E
3
k1

)

+ k1 · c
(

S3, E
3
k3

)

+ k3 · c
(

S3, E
3
k1

)

+ k2 · c
(

S3, E
3
k3

)

+ k3 · c
(

S3, E
3
k2

)

,

we also find that

c
(

Q4, E
3
n

)

=
1

312
· n4 +O(n3)

for all n. Moreover, the number of copies of Q4 in any topological tree T with two branches T1, T2 is given

by

c(Q4, T ) = c(Q4, T1) + c(Q4, T2) + |T1| · c(S3, T2) + |T2| · c(S3, T1) .

For x ∈ (0, 1), set n1 = ⌊x · n⌋ and n2 = ⌊(1 − x)n⌋, and let n → ∞. Combining all the formulas

above, we see that an asymptotic formula for c
(

Q4, Tn1,n2

)

is given by

c
(

Q4, Tn1,n2

)

=
1

312
(x · n)4 +

1

312

(

(1− x)n
)4

+ x · n ·
1

24

(

(1− x)n
)3

+ (1 − x)n ·
1

24
(x · n)3 +O(n3)

=
1

312

(

x4 + (1− x)4
)

n4 +
1

24

(

x(1 − x)3 + (1− x)x3
)

n4 +O(n3)

=
1

312

(

1 + 9x− 33x2 + 48x3 − 24x4
)

n4 +O(n3) .

Set

f(x) =
1

312

(

1 + 9x− 33x2 + 48x3 − 24x4
)

.

The first derivative of this function is given by

f ′(x) =
−(2x− 1)(4x− 3)(4x− 1)

104
.

We see that f(x) attains its maximum at x = 1/4 (or x = 3/4):

f(x) ≤ f
(1

4

)

=
59

9984

for all x ∈ (0, 1). This motivates the choice of the trees W 3
h defined before. We have

I3(Q4) ≥ lim
h→∞

γ
(

Q4,W
3
h

)

=
4! · 59

9984
=

59

416
.

This completes the proof of the lower bound in the theorem.

The proof of the upper bound is also via an algorithmic approach and is quite similar to the one given

for the binary tree A5 in Section 3. Recall again that by Theorem 3 in (Czabarka et al., 2020),

I3(Q4) ≤ max
|T |=n

T ternary tree

γ(Q4, T ),
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so the aim is to compute the right hand side for different values of n. The algorithm is essentially the same

as for A5, with the trees Q4 and S3 assuming the roles of A5 and CD2
2 respectively. The only difference is

that trees with two or three branches have to be considered in the construction of the sets L(n).
For the recursive calculation of c(Q4, T ) and c(S3, T ), we have the formulas

c(Q4, T ) = c(Q4, T1) + c(Q4, T2) + c(Q4, T3) + |T1| · c(S3, T2) + |T2| · c(S3, T1)

+ |T1| · c(S3, T3) + |T3| · c(S3, T1) + |T2| · c(S3, T3) + |T3| · c(S3, T2)

and

c(S3, T ) = c(S3, T1) + c(S3, T2) + c(S3, T3) + |T1| · |T2| · |T3| ,

where T1, T2, T3 are the branches of T . If there are only two branches, all terms involving T3 can simply

be left out.

Again, we have implemented the algorithm in Mathematica—the notebook can be found at http:

//math.sun.ac.za/˜swagner/TreeQ4Final. The exact values of

bn = max
|T |=n

T ternary tree

γ(Q4, T )

have been determined for values of n up to 500; see Table 2.

Tab. 2: Maximum density bn of Q4 among n-leaf ternary trees

n 4 5 6 7 8 9 10

bn 1 2
5

2
5

2
7

19
70

5
21

5
21

n 15 20 25 30 35 40 45

bn
18
91

291
1615

1103
6325

172
1015

1097
6545

7452
45695

7948
49665

n 50 60 70 80 90 100 150

bn 0.158072 0.155422 0.153588 0.152096 0.150978 0.150264 0.147342

n 200 250 300 350 400 450 500

bn 0.145967 0.145195 0.144651 0.144239 0.143931 0.143691 0.143506

We conclude that

I3(Q4) ≤ b500 =
73848853

514606225
≈ 0.143506 .

This completes the proof of the theorem.

Conclusion

Naturally, the main open question left for us is

Question 1. What are the precise values of J(A5) = I2(A5) and I3(Q4)?

It is conceivable that the constructions yielding our lower bounds are asymptotically optimal, in which

case the lower bounds would in fact be exact. A characterisation (at least an approximate characterisation)

of the trees that attain the maxima of γ(A5, T ) and γ(Q4, T ) would be highly desirable.

Observe that the only known exact values of the inducibility are rational numbers. It was already asked

in (Czabarka et al., 2017) whether the inducibility of trees (binary trees in that specific paper) is always

rational. A natural generalisation would be the following question:

Question 2. Are Id(S) and J(S) rational for every rooted tree S (and every integer d ≥ 2)?
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The tree A5 that we studied in this paper would be a natural candidate for a counterexample. For instance,

our bounds show that J(A5) = I2(A5), if rational, would have to have a denominator of at least 89. Thus

an answer to the first question might immediately imply an answer to our second question.

Another natural direction of further research would be to search for other examples of trees whose

inducibility can be determined explicitly (especially if this turns out to be too difficult for the trees A5 and

Q4).

Finally, we would like to mention that there are other small binary trees B for which the same algorithm

described for the tree A5 (see Section 3) can be exploited to determine the maximum number of copies

of B in a binary tree with n leaves, thus an upper bound on I2(B) = J(B). Let B1 and B2 denote the

two branches of B, and B2,1, B2,2 the two branches of B2. If 1 ≤ |B1|, |B2,1|, |B2,2| ≤ 3, then one can

apply the same algorithm with only very minor modifications. There are 17 nonisomorphic binary trees

satisfying this criterion. The inducibility is presently known explicitly for only 7 of these trees.
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Appendix

The minimal polynomial of the lower bound derived in Section 4 (cf. Remark 1) is

− 219990282547586266429960528777627452703544325176405813669341

+ 14602043726049732276047519980572925148798805701655918709812280x

− 443988064886113118898743858593495837271116452775244720945246560x2
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+ 8191391786597997025923387108156673725457502710845806254299710400x3

− 102349758416566196856322057341155143983386721744416045107152357780x4

+ 914915733104054427549320025907848536757859198555663276682925151464x5

− 6021742541574757636997532900244251351617306701953896563191732661600x6

+ 29555503633329799978352177635679651562063414854261341767132451211440x7

− 108203641960712037979399490009159473059103361912934081445369533569710x8

+ 291888020622671692818879080374814508443375281580239785514869152091240x9

− 563951453122800910206893287609142225349017486796615704590365725141664x10

+ 738771836341212349165479496191602729493266527262931365590196142374880x11

− 587213314414708394727507148742441667728136148596591603986693048673940x12

+ 211982553160494718288945301048132425769769562499489523070365996462520x13

+ 2642044260670867601071997587023204415009550503501324422149424398240x14

+ 2298958777082465800903908865165860713406872658260092533772950000x15

+ 563916767637963643123242260073274239273437824576171875x16.


