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To simplify the analysis of Boolean networks, a reduction in the number of components is often considered. A popular reduction
method consists in eliminating components that are not autoregulated, using variable substitution. In this work, we show how
this method can be extended, for asynchronous dynamics of Boolean networks, to the elimination of vertices that have a
negative autoregulation, and study the effects on the dynamics and interaction structure. For elimination of non-autoregulated
variables, the preservation of attractors is in general guaranteed only for fixed points. Here we give sufficient conditions for the
preservation of complex attractors. The removal of so called mediator nodes (i.e. vertices with indegree and outdegree one)
is often considered, and frequently does not affect the attractor landscape. We clarify that this is not always the case, and in
some situations even subtle changes in the interaction structure can lead to a different asymptotic behaviour. Finally, we use
properties of the more general elimination method introduced here to give an alternative proof for a bound on the number of
attractors of asynchronous Boolean networks in terms of the cardinality of positive feedback vertex sets of the interaction graph.
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1 Introduction
With increasingly powerful technologies in molecular genetics it is possible to obtain large amount of data which
lead to increasingly larger models of complex regulatory networks. This poses problems and limitations on the
analysis of such models. While this applies especially to quantitative models (e.g., differential or stochastic models
Karlebach and Shamir (2008); Radulescu et al. (2012); Saunders and Voth (2013)), qualitative models are also
increasingly affected. Among the latter, logical models are widely used Abou-Jaoudé et al. (2016); Samaga and
Klamt (2013); Albert and Thakar (2014); Le Novère (2015).

Despite their simplicity, the combinatorial explosion with the increasing number of components makes the
rigorous analysis of many models unattainable. An approach to deal with this problem consists in reducing the
size of the original network. There are mainly two strategies in use. The first one relies on trap spaces, i.e. invariant
subspaces of the state space Klarner et al. (2015). The second approach, on which we will focus here, relies on the
assumption that some of the updates, i.e. changes in the components, are happening faster than others. This idea has
been developed for the Boolean as well as for the more general multi-valued case Naldi et al. (2009, 2011); Veliz-
Cuba (2011). The method allows, in the Boolean formalism, to substitute a variable with the expression defining
its update rule. This approach is only possible if the variable is not autoregulated. In terms of asynchronous state
transition graphs, the absence of autoregulation guarantees that, for each pair of neighbour states that differ in
the variable being eliminated, exactly one of the two states is the source of a transition that changes the value of
the variable being eliminated. The other state is therefore the target of this transition, and can be selected as the
“representative” state; all transitions from representative states are preserved by the elimination. In this setting, we
observe that there is a natural way of extending the elimination to variables that are negatively autoregulated. In
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presence of a possible negative autoregulation, a pair of neighbour states that differ in the variable being eliminated
can be connected by transitions in both directions. In this case it is not necessary to choose a representative, and
since the two states are part of the same strongly connected component, transitions from any of the two states can
be preserved in the reduction. The elimination method introduced in this work implements this idea. We show that
this extended method affects the interaction graph in a similar way to the original reduction method, with some
differences that can concern the introduction of loops. While the preservation of fixed points needs to be refined to
account for attractors consisting of two states that can collapse to one, we prove that the total number of attractors
cannot decrease with the reduction, as for the original method. Using these properties, we give an alternative proof
for a result, due to Richard Richard (2009), that establishes a bound on the number of attractors of asynchronous
Boolean networks in terms of the cardinality of positive feedback vertex sets of the interaction graphs.

The reduced networks of the method introduced in Naldi et al. (2009, 2011); Veliz-Cuba (2011) can be computed
quite easily, making the approach applicable to very large networks. While fixed points are always preserved by the
elimination of variables that are not autoregulating, in some cases this reduction approach can change the dynamics
of the networks significantly. Therefore, some effort has been invested in finding conditions on the structure of
the network for which it can be guaranteed that a reduction not only preserves fixed points, but all attractors. In
Saadatpour et al. (2010, 2013), the authors suggested the merging of vertices which have in- and outdegree one, so-
called simple mediator nodes Saadatpour et al. (2013) (also called linear variables in Naldi et al. (2023)). Here we
take a detailed look at these assumptions and show that there are unfortunately still certain cases where attractors
are not preserved, despite the claim in Saadatpour et al. (2013). This result does not impact the usefulness of the
method suggested in Saadatpour et al. (2010, 2013) since such counterexamples can be quite artificial in nature.

In Section 2 we set the required notation and give a brief summary of some properties of the reduction method
described in Naldi et al. (2009, 2011); Veliz-Cuba (2011). We then introduce a generalisation of this reduction
method that can be applied to variables with negative autoregulation, and use it to derive a simple proof for a
bound on the number of attractors of Boolean networks (Section 3). In Section 4 we discuss the preservation of
cyclic attractors under elimination of intermediate components, with or without negative autoregulation.

2 Background and notation
A Boolean network is a map f ∶Bn → Bn, where B = {0,1}. We call V = {1, . . . , n} the set of components of the
Boolean network, and Bn the set of states. Given x ∈ Bn and I ⊆ V , we denote by x̄I the element of Bn such that
x̄I
i = 1 − xi for i ∈ I and x̄I

i = xi for i ∉ I . We write x̄ for x̄V , and, given i ∈ V , we write xi for x{i}. In addition,
given a ∈ B, xi=a denotes the element of Bn obtained from x by setting the ith component to a.

This work deals with elimination of variables. From a Boolean network f ∶Bn → Bn with n components we
will define a Boolean network f̃ ∶Bn−1 → Bn−1 with n − 1 components. To simplify the notation, after removing
variable v we will use the indices Ṽ = {1, . . . , v − 1, v + 1, . . . , n} to identify components of the Boolean network
f̃ and of states in Bn−1. We will write π∶Bn → Bn−1 for the projection onto the components Ṽ .

The asynchronous dynamics or asynchronous state transition graph AD(f) associated to a Boolean network
f with set of components V is a directed graph with set of vertices or states Bn, and set of edges or transitions
defined by {(x, x̄i) ∣ i ∈ V, fi(x) ≠ xi}. The asynchronous dynamics is frequently considered when modelling
gene regulatory networks Samaga and Klamt (2013); Le Novère (2015); Abou-Jaoudé et al. (2016).

Given x ∈ Bn, the (local) interaction graph G(f)(x) of f at x is the signed directed graph with set of vertices
V and admitting an edge from j to i of sign s ∈ {−1,1} if and only if s = (fi(x̄j) − fi(x))(x̄j

j − xj). The (global)
interaction graph G(f) of f is the union of the local interaction graphs, i.e. the signed multidirected graph with
set of vertices V and set of edges given by the union of the edges in G(f)(x) for all x ∈ Bn. If G has an edge
from j to i, then j is said to be a regulator of i. A loop in G, that is, an edge of the form (i, i) is also called an
autoregulation of the variable i. The interaction graph is used to summarize the relationships between variables.
Its features can often be related to properties of state transition graphs (see e.g. Paulevé and Richard (2012); Comet
et al. (2013); Richard (2019)).

Edges in state transition graphs and interaction graphs will be denoted with arrows (e.g., x → y for the edge
(x, y)). A path in a directed graph G is defined by a sequence of edges x1 → x2 → ⋅ ⋅ ⋅ → xk−1 → xk. We call the
number of edges defining the path the length of the path, and the vertices in the path the support of the path. If the
edges are signed, we define the sign of the path as the product of the signs of its edges. If all vertices in the path
are distinct, with the possible exception of the first and the last vertices, we say that the path is elementary. If the
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Fig. 1: Commutative diagrams that illustrate the definition of the reduction method described in Naldi et al. (2009, 2011);
Veliz-Cuba (2011).

first and the last vertices in an elementary path coincide, we call the path a cycle. If a path is a cycle of length one,
it will also be called a loop.

A trap set is a subset T of Bn such that, for any x ∈ T and x → y transition in AD(f), y is in T . The minimal
trap sets are call the attractors of AD(f). Attractors are called fixed points if they contain only one state, cyclic
attractors otherwise.

2.1 Elimination of non-autoregulated components
A reduction method has been introduced for Boolean and more general discrete networks Naldi et al. (2009, 2011);
Veliz-Cuba (2011), which allows to eliminate components that do not admit loops in the interaction graph. The
method has been extensively applied Calzone et al. (2010); Saadatpour et al. (2010, 2011); Grieco et al. (2013);
Paracha et al. (2014); Quiñones-Valles et al. (2014); Zanudo and Albert (2015); Flobak et al. (2015). In the first
part of this work we investigate the elimination of components that admit negative autoregulation, in the Boolean
case. The approach provides an extension of the original method, and opens new venues for application. Before
introducing our extension, in this section we summarize some properties of the method introduced in Naldi et al.
(2009, 2011) and in the Boolean case in Veliz-Cuba (2011), to ease the introduction of the new approach.

Consider a Boolean network f ∶Bn → Bn and a vertex v ∈ V such that there is no loop at v in G(f), that is,
fv(x) = fv(x̄v) for all x ∈ Bn. Define the map

R∶Bn → Bn,

x↦ (x1, . . . , xv−1, fv(x), xv+1, . . . , xn).

We say that R maps each state to its representative state in Bn. The absence of loops at v in G(f) implies that
R(x) = R(x̄v) for each x ∈ Bn, and consequently there are exactly 2n−1 representative states. For simplicity,
denote by π∶Bn → Bn−1 the projection onto the variables V ∖ {v}. SinceR(x) =R(y) for all x, y ∈ Bn for which
π(x) = π(y) holds, there is a unique map S ∶Bn−1 → Bn that satisfies S ○ π =R (see Fig. 1 left).

We can then define the reduced Boolean network f̃ ∶Bn−1 → Bn−1 as follows (see Fig. 1 right):

f̃ = π ○ f ○ S. (1)

The effect of the elimination on the asynchronous dynamics is represented in Fig. 3 (left). For convenience, as
mentioned in the background, we use the set V ∖ {v} to index the components of f̃ and of states in Bn−1.

We give a small example for illustration.

Example 2.1. Consider the Boolean network f defined as

f ∶B3 → B3,

x↦ ((x̄2 ∧ x3) ∨ (x2 ∧ x̄3), (x1 ∧ x3) ∨ (x̄1 ∧ x̄3), (x̄1 ∧ x̄2) ∨ (x2 ∧ x3)),
Its state transition graph is depicted in Fig. 2 left. We remove variable x2. Thus, in the above terminology π is the

projection onto the first and third component, S is given by S ∶B2 → B3, (x1, x3)↦ (x1, (x1∧x3)∨(x̄1∧ x̄3), x3)
and R maps (x1, x2, x3) to (x1, (x1 ∧ x3) ∨ (x̄1 ∧ x̄3), x3). The representative states 001, 010, 100 and 111 are
represented in boxes in Fig. 2. To remove x2 we substitute x2 with (x1 ∧ x3)∨ (x̄1 ∧ x̄3) in f1 and f3. We obtain:

f̃ ∶B2 → B2,

x↦ (x̄1, x3).
The state transition graph of the reduced network is represented in Fig. 2 right.
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Fig. 2: Illustration of the reduction method described in Naldi et al. (2009). Representative states are shown in boxes. When
the second variable is eliminated, transitions starting from representative states are preserved. The asynchronous dynamics on
B3 on the left reduces to the asynchronous dynamics on B2 on the right.

In the above example we see that some edges “disappear” during the reduction. For example there is an edge
from 101 to 100 in the state transition graph of the original Boolean network while there is no edge from π(101) =
11 to π(100) = 10 in the reduced one. On the other hand, the outgoing edges from the representative states can be
found also in the reduced network. The following results can be found, with slightly different statements, in Naldi
et al. (2009, 2011). We will prove generalizations of these results in the next section.

Proposition 2.2. Consider a Boolean network f ∶Bn → Bn such that there is no loop at v in G(f).

(i) For each x ∈ Bn, if x ≠R(x) there is a transition in AD(f) from x toR(x).

(ii) For all x, y ∈ Bn, if R(x) → y is a transition in AD(f), then π(x) = π(R(x)) → π(y) is a transition in
AD(f̃).

(iii) For each x ∈ Bn and i ∈ V ∖ {v} such that there is no edge v → i in G(f), if x → x̄i is a transition in

AD(f), thenR(x)→R(x)
i

is a transition in AD(f) and π(x)→ π(x̄i) is a transition in AD(f̃).

Even though, in general, the number of attractors can change during the reduction, the number of fixed points
remains the same.

Theorem 2.3. Consider a Boolean network f ∶Bn → Bn such that there is no loop at v in G(f).

(i) If x ∈ Bn is a fixed point for f , then x = R(x), π(x) is a fixed point for f̃ and no other fixed point for f is
projected on π(x).

(ii) If x ∈ Bn−1 is a fixed point for f̃ , then S(x) is a fixed point for f .

(iii) If T ⊆ Bn is a trap set for f , then π(T ) is a trap set for f̃ .

(iv) If Ã ⊆ Bn−1 is a cyclic attractor for f̃ , there exists at most one attractor for AD(f) intersecting π−1(Ã).

3 Generalisation to vertices with optional negative autoregulation
The goal of this section is to generalize the elimination method from the last section to variables with negative
autoregulation. The method summarised in Section 2.1 applies to the elimination of variables which are not
autoregulated. In this case the eliminated variable is replaced by its update function. To generalize this idea,
we substitute a variable with a more complicated expression derived from its update function. If there is no
autoregulation in a state, this expression coincides with the update function of the variable. If there is a negative
autoregulation, the variable we want to remove oscillates at some state. In this case, the expression is constructed
in such a way that all transitions originating from this state, as well as from its neighbouring state differing only in
the eliminated component, are retained in the reduced network.

Fix a Boolean network f ∶Bn → Bn and a vertex v ∈ V such that there is no positive loop at v in G(f). Since v
is potentially autoregulated, the definition of representative state of the previous section cannot be applied. Since
the value of component v might oscillate, we have to introduce two new functions, the maps

Ra∶Bn → Bn,

x↦ (x1, . . . , xv−1, fv(xv=a), xv+1, . . . , xn),
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Fig. 3: Illustration of the effect of elimination of one variable (v) on asynchronous state transition graphs in case of no loops in
G(f)(x) at v (left) and a negative loop in G(f)(x) at v (right). In the first case, only transitions that start at the representative
stateR(x) are preserved. In the second case, transitions out of bothR0

(x) andR1
(x) are preserved.

for a ∈ {0,1}. For x ∈ Bn, R0(x) and R1(x) differ if fv(xv=0) ≠ fv(xv=1), that is, if component v is
autoregulated at x.

Remark 3.1. Observe that, ifR0(x) ≠R1(x), since v is not positively autoregulated, we have that v is negatively
autoregulated at x, fv(xv=0) = 1 and fv(xv=1) = 0, and thereforeR0(x) = xv=1,R1(x) = xv=0.

Clearly we have π(x) = π(R0(x)) = π(R1(x)), and, similarly to the case of the previous section, there are two
unique maps S0,S1∶Bn−1 → Bn that satisfyR0 = S0 ○ π,R1 = S1 ○ π.

We can now introduce the reduced Boolean network f̃ ∶Bn−1 → Bn−1 defined by

f̃i(x) =
⎧⎪⎪⎨⎪⎪⎩

fi(S0(x)) ∧ fi(S1(x)) if xi = 1,
fi(S0(x)) ∨ fi(S1(x)) if xi = 0.

(2)

More compactly, we can write that f̃i(x) = xi if and only if fi(S0(x)) = fi(S1(x)) = xi.
Observe that if v is not autoregulated the equalities R0 = R1, S0 = S1 hold and therefore in this case the

definition of f̃ coincides with the definition of f̃ in Eq. (1). In other words, the above reduction method is a
generalization of the reduction method reviewed in the last section.

If v is instead autoregulated at x andR0(x) /=R1(x), the intuition is that all the outgoing edges of bothR0(x)
andR1(x) along the components V ∖{v} are preserved in the reduced network. Fig. 3 (right) gives an illustration
of this idea.

Lemma 3.2. Consider a Boolean network f ∶Bn → Bn such that there is no positive loop at v in G(f). Then:

(i) For each x ∈ Bn such that x ≠ R0(x) or x ≠ R1(x) there is a transition in AD(f) from x to R0(x) or to
R1(x) and {R0(x),R1(x)} is strongly connected.

(ii) For all x ∈ Bn and a = 0,1, if Ra(x) → y is a transition in AD(f) in direction i ∈ V ∖ {v}, then
π(x) = π(Ra(x))→ π(xi) is a transition in AD(f̃).

(iii) For each x ∈ Bn and i ∈ V ∖ {v} such that there is no edge from v to i in G(f), if x → x̄i is a transition in

AD(f), then Ra(x) → Ra(x)
i

is a transition in AD(f) for a = 0,1 and π(x) → π(x̄i) is a transition in
AD(f̃).

(iv) If x → x̄i is a transition in AD(f̃), then there exists a ∈ {0,1} such that Sa(x) → Sa(x)
i

is a transition in

AD(f). In addition, from each y ∈ π−1(x) there exists a path to Sa(x)
i
.
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Proof:

(i) If R0(x) = R1(x), then x̄v = R0(x) = R1(x) and there is a transition in AD(f) from x to R0(x) and
R1(x) as a consequence of the definition of asynchronous state transition graph.

If R0(x) ≠ R1(x), then from Remark 3.1 we have fv(xv=0) = 1 and fv(xv=1) = 0, and there is a transition
in AD(f) from xv=0 to xv=0

v
=R0(x) and from xv=1 to xv=1

v
=R1(x).

(ii) IfR0(x) =R1(x), then f̃i(π(x)) = fi(R0(x)) = fi(R1(x)) ≠R0(x)i =R1(x)i = xi.

IfR0(x) ≠R1(x), then from Remark 3.1 we haveR0(x) = xv=1,R1(x) = xv=0, and either fi(R0(x)) ≠ xi

or fi(R1(x)) ≠ xi. If xi = 1, then f̃i(π(x)) = fi(R0(x)) ∧ fi(R1(x)) = 0. If xi = 0, then f̃i(π(x)) =
fi(R0(x)) ∨ fi(R1(x)) = 1, as required.

(iii) Since i does not depend on v, we have fi(R0(x)) = fi(R1(x)) = fi(x) ≠ xi = R0(x)i = R1(x)i, which
gives the first part. For the second, it is sufficient to observe that f̃i(π(x)) = fi(R0(x)) = fi(R1(x)) ≠
π(x)i.

(iv) Since i ≠ v we have xi = S0(x)i = S1(x)i. Since there is a transition x → x̄i in AD(f̃), by definition of f̃

either fi(S0(x)) ≠ xi or fi(S1(x)) ≠ xi, that is, either S0(x) → S0(x)
i

or S1(x) → S1(x)
i

is a transition
in AD(f).
The second part follows from point (i).

The following result generalizes Theorem 2.3. For Theorem 3.3 (iii) note that if v is not autoregulated the set
{S0(x),S1(x)} has cardinality one, hence it is a fixed point and the result generalizes Theorem 2.3 (ii).

Theorem 3.3. Consider a Boolean network f ∶Bn → Bn such that there is no positive loop at v in G(f). Then:

(i) if x ∈ Bn is a fixed point for f , then x =R0(x) =R1(x), π(x) is a fixed point for f̃ and no other fixed point
for f is projected on π(x).

(ii) if {x, x̄v} is a cyclic attractor for AD(f), then π(x) is a fixed point for f̃ .

(iii) if x ∈ Bn−1 is a fixed point for f̃ , then the set {S0(x),S1(x)} is an attractor of AD(f).

(iv) if T ⊆ Bn is a trap set for f , then π(T ) is a trap set for f̃ .

(v) if {x, x̄i} is a cyclic attractor of AD(f) for some x ∈ Bn and i ≠ v, then the set {π(x), π(x̄i)} is a cyclic
attractor of AD(f̃).

(vi) if Ã ⊆ Bn−1 is an attractor for f̃ , there exists at most one attractor for AD(f) intersecting π−1(Ã).

Proof:

(i) Since x is fixed, by Lemma 3.2 (i) we have x = R0(x) = R1(x). π(x) is fixed for f̃ as a consequence
of Lemma 3.2 (iv), and the absence of a positive loop at v gives that x̄v is not fixed.

(ii) Consequence of Lemma 3.2 (iv).

(iii) The set {S0(x),S1(x)} consists either of one state if S0(x) = S1(x), or two strongly connected states if
S0(x) ≠ S1(x) (Lemma 3.2(i)). In addition, the set is a trap set by Lemma 3.2 (ii).

(iv) If x ∈ π(T ) and x → x̄i is a transition in AD(f̃), by Lemma 3.2 (iv) there is a transition Sj(x) → Sj(x)
i

for some j ∈ {0,1}. Take y ∈ T such that π(y) = x.

If S0(x) = S1(x), then either y = S0(x) = S1(x) or, by Lemma 3.2(i), there is a transition from y to
S0(x) = S1(x). If S0(x) ≠ S1(x), then S0(x) and S1(x) are strongly connected by Lemma 3.2(i) and

hence belong to T . In both cases Sj(x)
i

is in T and x̄i = π(Sj(x)
i
) ∈ π(T ).
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(v) Since {x, x̄i} is a cyclic attractor of AD(f) we have fv(x) = fv(x̄i) = xv and therefore R0(x) = R1(x) =
x, R0(x̄i) = R1(x̄i) = x̄i. Then {π(x), π(x̄i)} is strongly connected as a consequence of Lemma 3.2 (ii).
It is a trap set by the previous point.

(vi) From point (i) of Lemma 3.2, we know that from all states in Bn there is a transition toR0(Bn)∪R1(Bn) =
S0(π(Bn))∪S1(π(Bn)). Hence it is sufficent to show that, for each pair x, y ∈ S0(Ã)∪S1(Ã), there exists
a path from x to y in π−1(Ã).
Write x = Sj(a), y = Sk(b) for some j, k ∈ {0,1} and a, b ∈ Ã. Since Ã is strongly connected, there
exists a path from a to b in Ã. Consider a transition c → c̄i in this path. By Lemma 3.2(iv), there exists

h ∈ {0,1} such that there exist paths from S0(c) and from S1(c) to Sh(c)
i

in AD(f), with π(Sh(c)
i
) = c̄i.

By point (i) of Lemma 3.2 there exists a path from Sh(c)
i

to R0(Sh(c)
i
) = S0(π(Sh(c)

i
)) = S0(c̄i) and

R1(Sh(c)
i
) = S1(π(Sh(c)

i
)) = S1(c̄i), which concludes.

Denote by S(f) the number of fixed points of f , by A(f) the number of cyclic attractors of f , and by A(f, i)
the number of cyclic attractors of AD(f) consisting of two states that differ in component i.

Corollary 3.4. If f̃ is obtained from f by eliminating component v, then

(i) S(f̃) = S(f) +A(f, v) and hence S(f) ≤ S(f̃).

(ii) For all i ≠ v, A(f, i) ≤ A(f̃ , i).

(iii) S(f) +A(f) ≤ S(f̃) +A(f̃).

Proof: (i) is a corollary of points (i), (ii) and (iii) of Theorem 3.3. (ii) is a consequence of point (v) of Theo-
rem 3.3, and (iii) of part (vi) of Theorem 3.3.

The inequalities of the corollary can be strict. For point (i), take f(x1, x2) = (1, x̄1 ∨ x̄2). Then S(f) = 0,
A(f) = A(f,2) = 1 and after removing the second component we have f̃(x1) = 1, S(f̃) = 1, A(f̃) = A(f̃ ,1) = 0.
For point (ii), the map f(x1, x2) = (x̄2, x1) after removing variable x2 gives f̃(x1) = x̄1, A(f) = A(f,1) =
A(f,2) = 0, A(f̃) = A(f̃ ,1) = 1. For the third point, see Example 4.2.

3.1 Interaction graph
The following result is a consequence of the properties of the reduction method described in Naldi et al. (2009).
It states that the classical reduction cannot introduce new paths in the interaction graph: if a path exists in the
interaction graph of the reduced Boolean network, a path of the same sign must exist in the interaction graph of
the original network. We will prove here a generalized version for the case of the removal of potentially negatively
autoregulated components.

Proposition 3.5. If G(f) has no loops at v, and G(f̃) has a path from j to i of sign s, then G(f) has a path from
j to i of sign s.

The goal of this section is to generalize this result to negatively autoregulated components that are removed.
However, as the following example shows we need to be careful here. Indeed, if G(f) has a negative loop at v,
then the conclusion of Proposition 3.5 does not necessarily hold for paths that are negative loops.

Example 3.6. The Boolean network f(x1, x2) = (x̄2, x̄2) reduces to f̃(x1) = x̄1 when the second variable is
eliminated. The graph G(f̃) has a negative loop in 1, whereas G(f) has no negative circuit containing 1.

We first examine the negative loop case, then show that the result in Proposition 3.5 can be extended to the
reduction method intruduced in this paper for the case of positive loops and paths of length at least two.

Proposition 3.7. If G(f̃) has a negative loop at i, then G(f) has a negative cycle with support contained in {i, v}.
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Proof: Take x such that G(f̃) has a negative loop at x and xi = 0, so that f̃i(x) = 1 and f̃i(x̄i) = 0. Consider
y ∈ Bn such that π(y) = x, then, by definition of f̃ , either fi(R0(y)) or fi(R1(y)) is equal to 1, and either
fi(R0(ȳi)) or fi(R1(ȳi)) is equal to 0. Consider two cases.
(1) Suppose that there exists a ∈ {0,1} such that fi(Ra(y)) = 1 and fi(Ra(ȳi)) = 0. Then

(−1) ⋅ (ȳii − yi) = f̃i(x̄i) − f̃i(x) = fi(Ra(ȳi)) − fi(Ra(y))

= fi(Ra(ȳi)) − fi(Ra(y)
i
) + fi(Ra(y)

i
) − fi(Ra(y)).

If fi(Ra(y)
i
) = 0, then there is a negative loop with support {i} atRa(y). Otherwise, we haveRa(ȳi) ≠Ra(y)

i

and fv(yv=a
i) ≠ fv(yv=a). Hence

−1 = fi(Ra(ȳi)) − fi(Ra(y))
ȳii − yi

= fi(Ra(ȳi)) − fi(Ra(y)
i
)

fv(yv=a
i) − fv(yv=a)

fv(yv=a
i) − fv(yv=a)
ȳii − yi

,

that is, there is a negative cycle in G(f) with support {i, v}.
(2) Suppose now that, for a = 0 and a = 1, if fi(Ra(y)) = 1 then fi(Ra(ȳi)) = 1, and if fi(Ra(ȳi)) = 0

then fi(Ra(y)) = 0. Then we must have fi(R0(y)) ≠ fi(R1(y)) and fi(R0(ȳi)) ≠ fi(R1(ȳi)). In particular,
R0(y) ≠R1(y) and by Remark 3.1 there is a negative loop at v in G(f).

Proposition 3.8. If G(f̃) has a positive loop at i, then G(f) has either a positive loop at i or a positive cycle with
support {i, v}.

Proof: Take x such that G(f̃)(x) has a positive loop at i and w.l.o.g. xi = 0, so that f̃i(x) = 0 and f̃i(x̄i) = 1.
Consider y ∈ Bn such that π(y) = x, then, by definition of f̃ , fi(R0(y)) = fi(R1(y)) = 0 and fi(R0(ȳi)) =
fi(R1(ȳi)) = 1. We can write

ȳii − yi = fi(R0(ȳi)) − fi(R0(y)) = fi(R0(ȳi)) − fi(R0(y)
i
) + fi(R0(y)

i
) − fi(R0(y)).

If fi(R0(y)
i
) = 1, then the equality can be simplified to ȳii − yi = fi(R0(y)

i
) − fi(R0(y)) and there is a positive

loop at i in G(f)(R0(y)). Otherwise, we haveR0(ȳi) ≠R0(y)
i

and fv(yv=0
i
) ≠ fv(yv=0). Hence

1 = fi(R0(ȳi)) − fi(R0(y))
ȳii − yi

= fi(R0(ȳi)) − fi(R0(y)
i
)

fv(yv=0
i
) − fv(yv=0)

fv(yv=0
i
) − fv(yv=0)

ȳii − yi
,

that is, there is a positive cycle in G(f) with support {i, v}.

Proposition 3.9. If G(f̃) has an edge from j to i of positive (resp. negative) sign and i ≠ j, then G(f) has an
edge j → i or a path j → v → i of positive (resp. negative) sign.

Proof: Suppose that f̃i(x̄j) ≠ f̃i(x). Take y ∈ Bn such that π(y) = x. From Eq. (2) we have

f̃i(x) =
⎧⎪⎪⎨⎪⎪⎩

fi(R0(y)) ∧ fi(R1(y)) if xi = 1,
fi(R0(y)) ∨ fi(R1(y)) if xi = 0,

and

f̃i(x̄j) =
⎧⎪⎪⎨⎪⎪⎩

fi(R0(ȳj)) ∧ fi(R1(ȳj)) if x̄j
i = xi = 1,

fi(R0(ȳj)) ∨ fi(R1(ȳj)) if x̄j
i = xi = 0.

Since i ≠ j and f̃i(x̄j) ≠ f̃i(x), we must have either fi(R0(y)) = fi(R1(y)) or fi(R0(ȳj)) = fi(R1(ȳj)).
Consider the case where fi(R0(ȳj)) = fi(R1(ȳj)), the case fi(R0(y)) = fi(R1(y)) being symmetrical. Then
f̃i(x̄j) = fi(R0(ȳj)) = fi(R1(ȳj)).
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Take a ∈ {0,1} such that f̃i(x) = fi(Ra(y)). Then we can write

0 ≠ s ⋅ (ȳjj − yj) = fi(R
a(ȳj)) − fi(Ra(y))

= fi(Ra(ȳj)) − fi(Ra(y)
j
) + fi(Ra(y)

j
) − fi(Ra(y)),

where s is the sign of the edge j → i in G(f̃). If fi(Ra(y)
j
) − fi(Ra(y)) = s ⋅ (ȳjj − yj), then there is an edge

j → i in G(f) with the required sign.

Suppose that fi(Ra(y)
j
) − fi(Ra(y)) = 0, then fi(Ra(ȳj)) − fi(Ra(y)

j
) = s ⋅ (ȳjj − yj) and fv(yv=a

j) ≠
fv(yv=a). Therefore

fi(Ra(ȳj)) − fi(Ra(y)
j
)

fv(yv=a
j) − fv(yv=a)

⋅ fv(y
v=aj) − fv(yv=a)
yv=a

j
j − yv=aj

= fi(Ra(ȳj)) − fi(Ra(y))
ȳjj − yj

= s,

and there is a path j → v → i in G(f) with the required sign.

The following is a corollary of the previous proposition.

Proposition 3.10. If G(f̃) has an elementary path from j to i of sign s that is not a loop, then G(f) has an
elementary path from j to i of sign s.

Example 3.11. Not all edges in G(f) are preserved by the reduction. For instance, the map f(x1, x2) = (x1 ∧
x̄2, x1 ∧ x̄2) reduces, after elimination of the second variable, to the constant function f̃(x1) = 0.

3.2 Application: positive feedback vertex sets and bound on the number of attractors
Using the properties of the variable elimination method introduced in this paper, we give an alternative proof for
a bound on the number of attractors of asynchronous Boolean networks in terms of positive feedback vertex sets
of the interaction graph. The result can be found in Richard (2009). Recall that a positive feedback vertex set of a
signed directed graph G is a set of vertices that intersects every positive cycle of G.

The idea is to show that the size of the minimum positive feedback vertex set does not increase with the reduction.
After some reduction steps a network with ∣I ∣ components is obtained, giving the upper bound 2∣I ∣ on the number
of attractors and fixed points. For the proof we use the following lemma.

Lemma 3.12. Suppose that I is a positive feedback vertex set for f that does not contain v. Then G(f) has no
positive loop at v, and I is a positive feedback vertex set for the network f̃ obtained by eliminating v.

Proof: Take a positive cycle in G(f̃) with support C. By Propositions 3.8 and 3.10 there exists a positive cycle in
G(f) with support in C ∪ {v}. Since I is a positive feedback vertex set and v is not in I , we have I ∩ C ≠ ∅, as
required.

Theorem 3.13. (Richard (2009)) Consider f ∶Bn → Bn and suppose that I is a positive feedback vertex set of
G(f). Then AD(f) has at most 2∣I ∣ attractors.

Proof: We can apply the reduction method described in Eq. (2) eliminating vertices that do not belong to a positive
feedback vertex set of minimum size, until a network f̃ ∶Bm → Bm is obtained such that all positive feedback vertex
sets have size m. Since variables that do not belong to minimum positive vertex sets are eliminated, by Lemma 3.12
the size of minimum positive feedback vertex sets cannot increase with the reduction. The conclusion follows from
the fact that the number of attractors of f̃ is greater or equal to the number of attractors of f (Corollary 3.4 (iii)).

4 Preservation of cyclic attractors
We now turn our attention to a different problem. A critical question when using network reduction concerns the
preservation or loss of information. The identification of properties that are preserved can help clarify the accuracy
of information that can be obtained from the analysis of the reduced network in lieu of the full network. When
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011 111

001 101

010 110

000 100

01 11

00 10

Fig. 4: Asynchronous state transition graphs for the map f(xu, xv, xw) = (x̄u, xu, (xu ∧ xw) ∨ (x̄v ∧ xw) ∨ (xu ∧ x̄v))

(left) and the one obtained from f by eliminating v (right). The state transition graphs have one cyclic attractor and two cyclic
attractors respectively.

studying a network model one should also consider that, even if no network reduction is explicitly applied, implicit
reduction steps might have been introduced in the construction of the model, for instance when certain components
are merged into one, or signaling pathways are simplified. In the analysis of Boolean networks special importance
is given to the attractors. A natural question is therefore: under which conditions are attractors preserved by the
network reduction?

4.1 Definition and examples
To express and illustrate structural conditions on the interaction graphs, in this section we will adhere to the
following conventions. We will write i

sÐ→ j for an edge with sign s from i to j, whereas i → j will denote the
existence of an edge of any sign. In addition, to represent classes of interaction graphs in compact form, we will
summarize subgraphs using subsets of vertices. For instance, given X,Y ⊆ V , X → Y will denote an interaction
graph consisting of arbitrary signed directed graphs with vertices in X and Y respectively, and at least one edge
from some variable in X to some variable in Y . We will also denote the possibility of existence of an edge from
a vertex to another using dashed arrows. Thus, for instance, X ⇢ Y will denote the possible existence of an edge
from some variable in X to some variable in Y .

Before we answer the question posed in the introduction of this section, we need to clarify the meaning of
the term “preservation”. In agreement with Definition 2.3 in Saadatpour et al. (2013), we consider the following
definition.

Definition 4.1. We say that the attractors of f are preserved by the elimination of v if the following two conditions
are satisfied:

(i) for each attractor A of AD(f), π(A) is an attractor of AD(f̃), and

(ii) for each attractor Ã of AD(f̃), there exists a unique attractor A of AD(f) such that π(A) = Ã.

Note that, if attractors are preserved, their number cannot change as a result of the reduction.

Example 4.2. Consider the map defined by

f(xu, xv, xw) = (x̄u, xu, (xu ∧ xw) ∨ (x̄v ∧ xw) ∨ (xu ∧ x̄v))

with interaction graph

u v w
+1

+1

−1
−1

+1

Then f has only one attractor (the full space), whereas the map obtained by elimination of v has two attractors.
The asynchronous state transition graphs for f and f̃ are represented in Fig. 4.

The example shows how the removal of a simple mediator vertex (a component with only one regulator and only
one target) can have an impact on the number of attractors. In Saadatpour et al. (2013), the authors claim that the
removal of a mediator variable v does not impact the number of attractors if the regulator and target of v are not
regulators of each other. Here we show that, on the contrary, the removal of a single mediator vertex from a chain
of mediator variables of arbitrary length can change the number of attractors. In other words, for each n ≥ 1, one
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can construct a map with interaction graph of the form

U v1 v2 ⋯ vn+1 W (3)

such that the reduced network obtained by eliminating any of the variables vi, i = 1, . . . , n + 1, has a different
number of cyclic attractors.

Write 0 and 1 for the states with all components equal to 0 or 1, respectively. The idea for the construction of
the map is as follows. We have a chain of n + 1 mediator variables v1, . . . , vn+1. Downstream of the chain, the
networks has n + 2 variables W , that regulate each other and have vn+1, the last mediator variable, as their unique
regulator outside of W . The variables in W regulate a variable u whose unique role is to regulate the first mediator
variable v1. We want the initial network to have a unique steady state in 1. We build it so that, starting from the
state 0, exactly n + 1 mediator variables are required to switch on all the variables in W , so that the state 1 cannot
be reached from 0 when one of the mediator variables is removed, and another attractor must exist in the reduced
network.

To impose such behaviour, we build the following dependencies for the variables in W : they can only be updated
from 0 to 1 in order (first w1, then w2, etc.), and the variables in odd positions require, in order to change from 0
to 1, the condition vn+1 = 1 for the last mediator variable, whereas the variables in even positions require vn+1 = 0.
Therefore, in order to reach the state 1, we are forced to have alternating values for the mediator variables.

The values of the mediator variables are simply propagated from the variable u. The Boolean function fu is
defined so that xu is forced to be 1 when some variables in W are equal to 1, and can otherwise oscillate freely,
thus providing the oscillating input to the chain of mediator nodes.

The detailed definition of the map is given in the following thereom.

Theorem 4.3. For each n ≥ 1 there exists a Boolean network f with interaction graph G(f) that admits a path of
length n of variables with indegree one and outdegree one, such that the network f̃ obtained from f by removing
any of the variables in the path satisfies S(f̃) > S(f).

Proof: We define a Boolean network f of dimension 2(n + 2) with interaction graph of the form given in Eq. (3).
Denote u, v1, . . . , vn+1,w1, . . . ,wn+2 the variables of the Boolean network.

Set V = {v1, . . . , vn+1}, W = {w1, . . . ,wn+2}, and

fu(xu, xV , xW ) = (
n+2

⋀
j=1

xwj) ∨ (x̄u ∧
n+2

⋀
j=1

x̄wj) ∨
⎛
⎝
xu ∧

n+2

⋀
j=1

xwj ∧
n+2

⋀
j=1

x̄wj

⎞
⎠

fv1(xu, xV , xW ) = xu,

fvi(xu, xV , xW ) = xvi−1 for i = 2, . . . , n + 1,

fwi(xu, xV , xW ) = (
n+2

⋀
j=1

xwj) ∨ (xvn+1 ∧
i−1

⋀
j=1

xwj ∧
n+2

⋀
j=i

x̄wj) for i = 1, . . . , n + 2 if i ≡ 1 mod 2,

fwi(xu, xV , xW ) = (
n+2

⋀
j=1

xwj) ∨ (x̄vn+1 ∧
i−1

⋀
j=1

xwj ∧
n+2

⋀
j=i

x̄wj) for i = 1, . . . , n + 2 if i ≡ 0 mod 2.

The variables v1, . . . , vn+1 are a chain of variables with indegree and outdegree equal to one in the interaction
graph of f . The first conjunction in each function is to ensure that 1 is a fixed point. The definition of fu is such
that component u can be changed from 0 to 1 and vice versa, as long as the variables in W are all equal to 0. The
definition of fwi shows a dependency on the previous variables w1, . . . ,wi−1, and is different for variables in odd
and even positions in W in terms of the dependency on the last mediator variable vn+1.

We prove that (a) for AD(f), the fixed point 1 is the unique attractor and (b) AD(f̃) has an additional cyclic
attractor.
(a) It is easy to see that z = 1 is a fixed point for f . We show that, for each y ∈ B2n+4, y ≠ z, there exists a path

in AD(f) from y to z.

(i) Case yW = 1: we have fu(y) = 1, and the reachability of z from y is direct from the definition of f .
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(ii) Case yW = 0: first observe that there is a path from y to y1 that satisfies y1u = 1, y1vi = 1 for i = 1, . . . , n + 1
and y1W = 0.

From y1, one can switch component u to zero and construct a path to the state y2 defined by y2u = 0, y2vi = 0
for i = 1, . . . , n, y2vn+1 = 1 and y2W = 0.

Then component u can be switched back to one, and its value propagated to component vn−1, while keeping
component vn to zero. Continuing with this construction, one can reach a state y′ that satisfies

y′vn+2−i
≡ i mod 2 for i = 1, . . . , n + 1, y′W = 0.

Using y′vn+1 = 1 one can then update the value of component w1. After this, to update the value of w2, one
needs to first propagate the value of component vn to change component vn+1 to zero, and so forth. One can
therefore reach states z1, . . . , zn+1 that satisfy

z1vn+1
= 1, z1w1

= 1, z1w2
= 0, . . . , z1wn+1

= 0,
z2vn+1 = 0, z

2
w1
= 1, z2w2

= 1, z2w3
= 0, . . . , z2wn+1

= 0,
⋯
zn+1vn+1 ≡ n + 1 mod 2, zn+1W = 1.

Hence, we have a path from y to z by point (i).

(iii) In the remaining cases, it is easy to see that there is a path from y to a state y′ with y′W = 0. We conclude
using point (ii).

(b) Consider now the asynchronous state transition graph for the network f̃ ∶B2n+3 → B2n+3 obtained from f
by eliminating one of the variables v1, . . . , vn. Without loss of generality, we can consider the case where v1 is
eliminated. Consider the set of states A reachable from 0 ∈ B2n+3 in AD(f̃), and define α = maxy∈A∑n+1

j=1 ywj .
We show that α ≤ n, and therefore 1 ∉ A, and AD(f̃) admits at least one attractor distinct from 1.

Take any y ∈ A and a path from 0 to y, and call y′ the last state in the path that satisfies y′W = 0.
Denote by p the path from y′ to y. Note that component u does not change in p. In addition, α − 1 is bounded

by the number of times component vn+1 changes in p. Since component u is fixed in p, α − 1 is bounded by the
cardinality of {i ∈ {2, . . . , n} ∣ y′vi ≠ y

′
vi+1}. Hence α is bounded by n, which concludes.

The result demonstrates how a very modest change in the interaction graph can have a significant impact on
the asymptotic behaviour of asynchronous dynamics. In the next section we show that attractors are preserved if
cycles containing an intermediate variable are not allowed, and the regulators of the intermediate variables do not
directly regulate the targets of the intermediate variables.

4.2 Sufficient conditions
We now give sufficient conditions on the interaction graph of a Boolean network for the preservation of attractors
to hold. For the proof we will use the following lemma.

Lemma 4.4. Consider a Boolean network f with set of components V . Take W ⊂ V and I ⊆ V ∖W , I ≠ ∅ and
suppose that for all j ∈W there is no path from j to I in G(f). If there exists a path in AD(f) from a state x to a
state y with yI = x̄I , then there exists a path in AD(f) from x to a state z such that zI = x̄I and zW = xW .

Proof: Write W ′ for the vertices that are reachable from W in G(f). Observe that, if u → ūi is a transition in
AD(f) and i is not reachable from W in G(f), then, for any subset W ′′ of W ′, the transition ūW ′′ → ūW ′′

∪{i}

exists in AD(f).
Now consider a path x = x1 → ⋅ ⋅ ⋅ → xm = y from x to y, and write i1, . . . , im for the sequence of components

being updated along the path from x to xm. Consider the subsequence obtained from i1, . . . , im by removing all
indices in W ′. Then, by the previous observation, the subsequence defines a trajectory in AD(f) from x to a state
z that satisfies zI = yI = x̄I and zW = xW .
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Theorem 4.5. Suppose that the interaction graph of f is of the form

U1 U2 v W

−1

(4)

for some U1, U2,W ⊂ V , v ∈ V . Then the attractors of f are preserved by the elimination of v.

Proof: Write f̃ for the network obtained by elimination of v, and set U = U1 ∪ U2. Start by observing that,
by Proposition 3.10, the interaction graph G(f̃) takes the form

U1 U2 W.

Without loss of generality, we can write a state x in Bn as x = (xU , xv, xW ) = (xU1 , xU2 , xv, xW ). In the proof,
we use the notation x↝ y to indicate the existence of a path from x to y.

1. Consider point (i) of Definition 4.1. If A is an attractor for AD(f), by Theorem 3.3 (iv) π(A) is a trap
set for AD(f̃). It remains to show that π(A) is strongly connected. It is sufficient to show that for each
transition x → x̄i in AD(f) with x ∈ A there is a path from π(x) to π(x̄i) in AD(f̃). By Lemma 3.2 we
only have to consider the case of i ∈W such that v → i is an edge in G(f), and x ≠R0(x) =R1(x), that is,
fi(x) ≠ xi and xv ≠ fv(x). In this case, we are not directly guaranteed a transition from π(x) to π(x̄i) in
AD(f̃), and we have to construct an alternative path. The idea is to create a path to a state where component
i changes and that is a “representative state”, so that the transition involving variable i is preserved with the
elimination of v.

Since xv ∈ fv(A), there exists a path in AD(f) from x to a state z ∈ A such that zv ≠ fv(z) = xv ≠ fv(x):

x = (xU1 , xU2 , xv, xW )↝ z = (zU1 , zU2 , zv, zW ), xv = fv(z) ≠ zv.

We now apply Lemma 4.4 twice:

• component v depends only on U2 ∪ {v}, and there is no path from W to U2 ∪ {v} in G(f), hence we
can assume that zW = xW , that is

x = (xU1 , xU2 , xv, xW )↝ z = (zU1 , zU2 , zv, xW ), xv = fv(z) ≠ zv.

• x and z are in the attractor, hence there is a path from z to x in AD(f). In particular, there is a path
from z to a state z′ with z′U1

= xU1 :

z = (zU1 , zU2 , zv, xW )↝ z′ = (xU1 , z
′
U2
, z′v, z

′
W ).

Since there is no path from U2 ∪ {v} ∪W to U1 in G(f), we can assume zU2∪{v}∪W = z′U2∪{v}∪W
. In

particular, we can assume that z satisfies zW = xW and zU1 = xU1 , obtaining a path

x = (xU1 , xU2 , xv, xW )↝ z = (xU1 , zU2 , zv, xW )→ y = (xU1 , zU2 , z̄
v
v , xW ),

where we defined y = z̄v and the transition z → y derives from the definition of z.

We now look at deriving a path in AD(f̃) from this path. Since there is no path from v to U in G(f),
by Lemma 3.2 (iii) there is a path from π(x) = (xU1 , xU2 , xW ) to π(z) = (xU1 , zU2 , xW ) in AD(f̃). In
addition, since i depends only on U1, v and W , we have fi(y) = fi(xU1 , zU2 , xv, xW ) = fi(x) ≠ xi = yi,
and there is a transition from y to ȳi. It is easy to see that Lemma 3.2 applies and there is a transition from
π(z) = π(y) to π(ȳi) in AD(f̃). In summary, we obtained a path

π(x) = (xU1 , xU2 , xW )↝ π(z) = π(y) = (xU1 , zU2 , xW )→ π(ȳi) = (xU1 , zU2 , x̄
i
W ).

Since there is a path from ȳi to x̄i in A, and the variables in U do not depend on v, we can again ap-
ply Lemma 3.2 (iii) and find that there is a path from π(ȳi) to π(x̄i) in AD(f̃), obtaining a path from π(x)
to π(x̄i) as needed.
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2. Consider now point (ii) of Definition 4.1. Given an attractor Ã for AD(f̃), by Theorem 3.3 (vi) there is
at most one attractor intersecting π−1(Ã). It remains to show that π−1(Ã) contains a trap set for f . To this
end, we show that B = {x ∈ π−1(Ã) ∣ xv ∈ fv(π−1(Ã))} is a trap set.

Take x ∈ B and x̄i successor for x in AD(f). We have to show that x̄i is in B.

If i = v, then fv(x) ≠ xv and since x is in π−1(Ã), fv(x) is in fv(π−1(Ã)) and the successor is in B.

For i ≠ v, since π(x) is in Ã, it is sufficient to show that there is a path in AD(f̃) from π(x) to π(x̄i), since
this implies that π(x̄i) is in Ã and therefore x̄i is in B.

As for the first part of the proof, by Lemma 3.2, we only have to consider the case where there is an edge
v → i in G(f) and x ≠R0(x) =R1(x), that is, fi(x) ≠ xi and fv(x) ≠ xv .

By definition of B, there exists (zU , zW ) ∈ Ã and zv ∈ {0,1} such that fv(z) = xv with z = (zU , zv, zW ).
If zv = xv , then since there is no positive loop at v in G(f) we must have fv(z̄v) = zv and z is a successor
for z̄v . If instead zv ≠ xv , then z̄v is a successor for z with z̄vv = xv In the first case take y = z, in the second
define y = z̄v . In both cases we have yv = xv , yU = zU , yW = zW .

By hypothesis, there exists a path in AD(f̃) from π(x) = (xU , xW ) to π(y) = (yU , yW ). We apply
again Lemma 4.4 twice:

• since there is no path from W to U in G(f̃), we can assume that yW = xW ;
• since there is a path from π(y) to π(x) and no path from U2 ∪W to U1 in G(f̃), we can assume
yU1 = xU1 .

We therefore obtained a path

π(x) = (xU1 , xU2 , xW )↝ π(y) = (xU1 , yU2 , xW ).

Since i does not depend on U , we have fi(y) = fi(xU1 , yU2 , xv, xW ) = fi(x) ≠ xi = yi and again it is easy to
see that point (ii) of Lemma 3.2 applies and there is a transition from π(y) = (yU , xW ) to π(ȳi) = (yU , x̄i

W ).
Finally, there is a path in AD(f̃) from π(ȳi) = (yU , x̄i

W ) to π(x) = (xU , xW ), and since there is no path
from i to U in G(f̃), by Lemma 4.4 there is a path in AD(f̃) from π(ȳi) = (yU , x̄i

W ) to π(x̄i) = (xU , x̄
i
W ),

which concludes.

5 Conclusion
Boolean networks are frequently used as modelling tools, with associated dynamics often defined under asyn-
chronous updating. Elimination of variables can be considered to simplify the computational burden Naldi et al.
(2009); Calzone et al. (2010); Saadatpour et al. (2010, 2011, 2013); Paracha et al. (2014). While preservation of
fixed points and of some reachability properties can be shown Naldi et al. (2009), the asymptotic behaviour of
the full and reduced networks can differ. In this work we gave conditions on the interaction graph that ensure
that cyclic attractors are preserved (Theorem 4.5), and presented examples showing the differences in asymptotic
behaviour that can arise when these conditions are not satisfied. In particular, we showed that Boolean networks
with very similar interaction graphs, differing only in a single intermediate in a chain of intermediate variables,
can have different asymptotic behaviours (Theorem 4.3). We also illustrated how the reduction method can be
extended to variables that are negatively autoregulated, and discussed the effects of this elimination on the attrac-
tors (Lemma 3.2 and Theorem 3.3). We showed that a known bound on the number of attractors of asynchronous
dynamics Richard (2009) is a corollary of these properties (Theorem 3.13). The approach presented here broadens
the applicability of variable elimination in the investigation of Boolean network dynamics. Further extensions of
this elimination approach to discrete systems with more than two levels will be considered in the future.
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