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We compute the Lyndon factorization of the Thue–Morse word. We also compute the Lyndon factorizationof two
related sequences involving morphisms that give rise to new presentations of these sequences.
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1 Introduction
Some attention has recently been given to the Lyndon factorization of infinite words [16], [10], [12]. These
works are themselves related to the earlier works by Reutenauer [13] and Varricchio [17], concerned with
unavoidable regularities and semigroup theory.

The results we present here reinforce those in [10] and [12], and give an additional application of the
general Lyndon factorization theorem for infinite words ([16, Theorem 2.4]; see [11] for a generalization).
In [10] we explicitely compute the Lyndon words appearing in the factorization of Sturmian words and
identify them as Christoffel primitive words (a result obtained differentlyby Berstel and de Luca [3]). In
this paper, we concentrate on the Thue–Morse word and give the computation of its Lyndonfactorization
(Theorem 3.1) and describe some of its properties (Corollary 3.2, Remark 3.3 and Corollary 3.4). Inciden-
tally, we are able to compute the factorization for the ‘dual’ Thue–Morse word in which appears an infinite
Lyndon word (cf Theorem 3.7). We also look at relatives (Equations (4) and (6)) of the Thue–Morse word
from the same point of view; these were first studied in [7] and [4], and later in [1]. The factorizations
given here for these infinite words (cf Theorems 4.6 and 4.7) use morphisms having special properties
with respect to Lyndon words. Moreover, we give identities involving these morphisms for these infinite
words.

2 Basic Results and Notations
The notations used are those usual in theoretical computer science (cf [8]). Throughout the paper, we use
the alphabetA = fa; bg, totally ordered bya < b, and we denote byA� the set of all words with the
lexicographical order.
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2.1 Lyndon words
LetL denote the set of Lyndon words overA: they are words strictly smaller than any of their proper non
empty right factors. For instance, letters are Lyndon words, andab, aab, abb are Lyndon words ifa; b 2 A

satisfya < b. More generally, given two Lyndon wordsu; v 2 L, we haveuv 2 L iff u < v. The central
result about Lyndon words is Lyndon’s factorization theorem:

Theorem 2.1 ([5]) Any non-empty wordw 2 A� is a unique non-increasing product of Lyndon words:
w = `1 � � �`n, with`i 2 L (i = 1, : : : , n) and`1 � � � � � `n.

For a proof, see [8]. The expression of a Lyndon word as an increasing product of two Lyndon words
may not be unique. For example, we haveaababb = (a)(ababb) = (aab)(abb) = (aabab)(b). Given
w 2 L, definew00 to be thelongestright factor ofw qualifying as a Lyndon word. Denote byw0 the
unique left factor ofw such thatw = w0w00. Then we havew0; w00 2 L andw0 < w < w00. Thus, we
have e.g.(aababb)0 = a; (aababb)00 = ababb.

Proposition 2.2 (cf [8, Prop. 5.1.4])Let u = u0u00 2 L andv 2 L be Lyndon words such thatu < v.
Then the factorizationuv is standard (i.e.(uv)0 = u; (uv)00 = v) iff u00 � v.

2.2 Infinite Lyndon Words
Siromoneyet al. [16] have extended Lyndon’s theorem to (right) infinite words. They define an infinite
words = a0a1 � � � to be aninfinite Lyndon wordif an infinite number of its left factors qualify as Lyndon
words. For instance, the infinite wordabbb � � � = limn ab

n is an infinite Lyndon word; more generally,
givenu; v 2 L with u < v the infinite wordlimn uv

n is an infinite Lyndon word. The central result in
[16] is:

Theorem 2.3 ([16, Theorem 2.4])Any infinite words factorizes uniquely into one of the following forms:

� either there exists an infinite non-increasing sequence of finite Lyndon words(`k)k�0 such that:

s = `0`1 � � � (1)

� or there exist finite Lyndon words̀0, : : : , `m�1 (m � 0) and an infinite Lyndon wordt such that:

s = `0 � � �`m�1t; with `0 � � � � � `m�1 > t (2)

Remark 2.4 In [17], the author implicitely shows the existence of the Lyndon factorization of type (1)
for certain infinite words. This work, as well as [13], is related to the studyof unavoidable regularities in
infinite words. This is echoed by results in [10, Sect. 4] and [11].

2.3 Morphisms and Lyndon Words
This last subsection contains a proposition we shall need in the sequel. It formulates a condition for a
morphisms to preserve Lyndon words and lexicographical order.

Proposition 2.5 LetA = fa < bg andZ be finite alphabets. Suppose� : A� ! Z� is a morphism given
by�(a) = ambp and�(b) = anbq with ambp < anbq.

Then� is strictly increasing overA�. Moreover,� sends Lyndon words to Lyndon words and preserve
their standard factorizations. That is, givenw 2 L(A), we have�(w) 2 L(B) and �(w)0 = �(w0),
�(w)00 = �(w00).

As a consequence, the sequence(�n(b))n�0 forms a strictly decreasing sequence of Lyndon words.
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Remark 2.6 The last statement of Proposition 2.5 has a geometrical interpretation. Toeach Lyndon word
is associated a (planar rooted) binary tree having its leaves labelledby letters. Indeed, the tree associated
with w 2 L is either a single vertex labelled bya if w = a 2 A, or is formed of a left tree associated
with w0 and a right tree associated withw00. Hence, for a morphism� to preserve standard factorization
means that the tree structure of�(w) is obtained from that ofw by attaching to a leave labelled bya, the
tree associated with�(a) (see Fig. 1).
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Fig. 1: Computing the image ofababb under� (preserving standard factorization).

Proof of Proposition 2.5. That� is strictly increasing overA� is easy. An induction then allows to show
�(L) � L since any Lyndon word is an increasing product of two Lyndon words of smaller length. The
last part of the proposition is proved using Prop. 2.2. The last part of the statement is clear. 2

3 Factorizing Thue–Morse’s Word
In this section, we give the computation of the Lyndon factorization (1) for the Thue–Morse word.Let
A = fa; bg and setu0 = a andv0 = b. Define for alln � 1, un = un�1vn�1 andvn = vn�1un�1.
Hence,u1 = ab, v1 = ba, u2 = abba, v2 = baab, and so on. The sequence(un)n�0 converges to a
unique infinite word�, called the Thue–Morse word (overfa; bg). This infinite word possess numerous
interesting properties (cf [8, Chap. 2]), and has been studied by a large number of authors; the interested
reader is refered to (the bibliography of) the survey by Berstel [2]. The wordsun may alternatively be
obtained using a morphism we denote� : A� ! A�, defined by�(a) = ab and�(b) = ba. One then
findsun = �(un�1), for all n � 1. Iterating� to infinity leads to� = limn!1 �n(a); this is equivalent
to the fact that� is a fixed-point of�.

Recall that ifu 2 A� and a 2 A then the expressionua�1 consists in deleting the lasta in u (if
possible). Our main result concerning the Thue–Morse word is:

Theorem 3.1 Letw1 = abb, w2 = ab, and for alln � 2, wn+1 = a�(wn)a
�1. The words(wn)n�1

form a strictly decreasing sequence of Lyndon words, and we have:

� =
Y
n�1

wn (3)
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The following corollary is a straightforward consequence of a general result concerning the Lyndon
factorization of infinite words. See [10, Proposition 15].

Corollary 3.2 Equation 3 shows that the Thue–Morse word� is!-divided.

Remark 3.3 For all n � 2, the wordwn is a conjugate ofun�1 (and ofvn�1). This is straightforward
from the definition forwn in terms ofun�1, since�(un�1) = un.

As a consequence of Theorem 3.1, we obtain a second recursive construction for the wordswn that
does not use the morphism�. This result was announced in [10] (without proof). We prove it here for
sake of completeness.

Corollary 3.4 For all n � 2, we havewn = (wn�1b
�1)w1 � � �wn�2.

We must first observe that it makes sense to computewnb
�1 since every wordwn ends withb, as

follows from their definition given in Theorem 3.1.
We proceed by induction and compute, forn � 1:

wn+1 = a�(wn)a
�1

= a�((wn�1b
�1)w1 � � �wn�2)a

�1

= a�(wn�1)(ba)
�1�(w1)�(w2) � � ��(wn�2)a

�1

= (a�(wn�1)a
�1)b�1�(w1)�(w2) � � ��(wn�2)a

�1

= (a�(wn�1)a
�1)b�1(abbaba)(abba) � � ��(wn�2)a

�1

= (a�(wn�1)a
�1)b�1(abb)(ab)(aabba) � � ��(wn�2)a

�1

= (a�(wn�1)a
�1)b�1(abb)(ab)(w3a)�(w3)a

�1a � � �a�(wn�2)a
�1

= (a�(wn�1)a
�1)b�1(abb)(ab)w3(a�(w3)a

�1) � � � (a�(wn�2)a
�1)

= (wnb
�1

)w1w2 � � �wn�1

Proof of Theorem 3.1. First observe that ifwn ends with ab, then the last letter of�(wn) is equal toa. So
we may compute�(wn)a�1, showing thatwn is well defined for alln � 1. To show that� is obtained by
the infinite product expansion (3) we only have to verify that

Q
n�1wn is kept fixed by�. We have:

�(
Y
n�1

wn) = �(abb)
Y
n�2

�(wn)

= (abb)(ab)a
Y
n�2

�(wn)

= w1w2
Y
n�2

a�(wn)a
�1

= w1w2
Y
n�3

wn =
Y
n�1

wn

Now, we need to show thata�(wn)a�1 form a decreasing sequence of Lyndon words. Observe first that
� is increasing, since�(a) and�(b) have the same length and�(a) < �(b). Hence, assumingwn > wn+1
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for n � 1, we find�(wn) > �(wn+1) from which followswn+1 = a�(wn)a
�1 > a�(wn+1)a

�1 =

wn+2. Hence the sequence(wn)n�1 is decreasing.
Again, we use the fact that� is increasing to show by induction thatwn (n � 1) is a Lyndon word.

This holds true forw1; w2. By virtue of Remark 3.3, we know thatwn is a conjugate ofun�1. Since
Lyndon words are minimal representatives of their conjugacy classes, assume inductively that the least
element of the conjugacy class ofun�1 is wn. Now, observe that the elements of the conjugacy class
for un = �(un�1) are of the form�(v), a�(v)a�1, b�(v)b�1 wherev is a conjugate ofun, since
j�(a)j = j�(b)j = 2. So we deduce that the least element among these isa�(v)a�1 wherev is the least
element of the conjugacy class forun. This shows thatwn+1 = a�(wn)a

�1 is a Lyndon word. That
concludes the proof of Theorem 3.1. 2

Remark 3.5 The idea of using the patternwn+1 = a�(wn)a
�1 for proving Theorem 3.1 was suggested

to us by G. S´enizergues, who happened to read a first version of the manuscript. This idea may be exploited
to obtain the factorization for the ‘dual’ Thue–Morse word, namelylimnvn (see the next remark).

Remark 3.6 Note that we could have seta > b; this would amount to imposing onA� the inverse
lexicographical order. Note that, for alln � 0, vn is obtained fromun by exchanginga’s andb’s. Hence,
the factorization ofun using the total ordera > b is directly obtained from that ofvn with a < b. The
next theorem fully answers the question just raised.

Theorem 3.7 Let w1 = aab and and for alln � 1, wn+1 = a�(wn)a
�1. The words(wn)n�1 form a

stricly increasing sequence of Lyndon words such thatwn is a left factor ofwn+1. Thus,̀ = limnwn is
an infinite Lyndon word, and we havea` = �(`). Moreover, the factorization of the ‘dual’ Thue–Morse
word is of type (2) and islimnvn = b`.

Proof. That(wn)n�1 is an increasing sequence of Lyndon words is proved as in Theorem 3.1. Thatwn

is a left factor ofwn+1 is a property gained from the morphism�. So, we may indeed define the limit
` = limnwn which is by definition an infinite Lyndon word (cf. Sect. 2.2). The identitya` = �(`)

is equivalent tò = a�1�(`), which comes at once from the definition for`. To show that we have
limn vn = b`, we verify that the latter is kept fixed by�. We have:

�(b`) = �(b lim
n!1

wn)

= ba lim
n!1

�(wn)

= b lim
n!1

a�(wn)

= b lim
n!1

a�(wn)a
�1

= b lim
n!1

wn+1 = b`

Remark 3.8 Another proof of Theorem 3.1 proceeds by induction and first computes the Lyndon factor-
ization of allun (and allvn). It then exploits the fact that these factorizations stabilize, i.e. theyform
a converging sequence of finite decreasing sequence of Lyndon words. This proof we first developed
enabled us to obtain the exact number of factors occuring in the factorization forun (andvn).

More precisely, it is possible to show that the wordsun factorize as a decreasing product ofp(n) Lyndon
words,un = wn

1 � � �w
n
p(n)

wherep(n) = 3k � 1 if n = 2k andp(n) = 3k if n = 2k + 1, and thatwn�1
i

andwn
i coincide fori = 1, : : : , n� 2. For more details, the reader is referred to [6].
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Remark 3.9 There exists a generalization of the Thue–Morse word over an arbitrary finite alphabetA.
We define it here over the three letters and refer the interested reader to[4]. Define three sequence of
words by settingu0 = a, v0 = b, w0 = c andun+1 = unvnwn, vn+1 = vnwnun, wn+1 = wnunvn.
Then the word� = limn un is the Thue–Morse word overfa; b; cg. It may also be obtained as the limit
limn �

n(a), where� is the morphism sendinga 7! abc, b 7! bca andc 7! cab.
It is natural to look at the Lyndon factorization for this general Thue–Morse word. However, the

problem of describing this factorization is still open. Indeed, our techniques did not enable us to obtain
any result as for the two letter case.

4 Factorization and Properties of Thue–Morse’s Relatives
In this section, we give a complete description of the Lyndon factorization of two infinite wordsd and�
obtained from infinite bi-valued sequences(dn)n�0 and(�n)n�0 related to the Thue–Morse word. These
were first studied in [7] and [4], and later in [1].

Definition 4.1 ([7]) Let c = (cn)n�0, cn 2 IN, be defined inductively byc0 = 1 and:

cn+1 =

�
cn + 1 if cn + 1=2 62 c

cn + 2 otherwise

Thus,c = 1, 3, 4, 5, 7, 9, 11, 12, 13,: : : Equivalently,c is the lexicographically least sequence of
positive integers satisfyingn 2 c implies2n 62 c (cf [1]). Note that the difference between two consecutive
terms in the sequence iscn+1 � cn = 1 or 2. Hence, we may define:

Definition 4.2 Letd = d0d1 � � � denote the infinite word defined by

dn = cn+1 � cn (4)

Hence, we haved = 21122211211211222 � � �. The link between this sequence and� is given by the
following result:

Theorem 4.3 ([1, Theorem 4])The Thue–Morse word has a coding:

� = ad0bd1ad2bd3 � � � (5)

The sequence(dn)n�0 and the coding given in Equation 5 appeared for the first time in [4]. In [1], it is
proved thatdn = cn+1 � cn. The sequencec may also be studied by means of its characteristic function
(or sequence) we now define.

Definition 4.4 Let (�n)n�1 denote thecharacteristicsequence ofc (overIN�). That is, we define

�n =

�
0 if n 62 c

1 if n 2 c
(6)

for all n � 1. We then define the infinite word� by setting� = �0�1�2 � � �

Hence, we have� = 1011101010111 � � �. We will make use of a result borrowed from [1].
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Lemma 4.5 ([1, Lemma 2])The infinite word� is completely determined by the following conditions:

�2n+1 = 1

�4n+2 = 0

�4n = �n

(7)

We define two morphisms� : f1; 2g� ! f0; 1g� and : f1; 2g� ! f1; 2g� by setting�(1) = 01,
�(2) = 0111, and(1) = 112 and(2) = 11222. Note that, by virtue of Proposition 2.5, both� and
preserve the lexicographical order onA� and send Lyndon words to Lyndon words. As a consequence,
we are able to show that� is, except for its first letter, a morphic image ofd. As we will see, that is in fact
a consequence of [1, Lemma 2] (Lemma 4.5 above). We have the following theorems:

Theorem 4.6 Consider the sequence of words(sn)n�0 with s0 = 2, sn+1 = (sn) (n � 0). The words
(sn)n�0 form a strictly decreasing sequence of Lyndon words and we have:

d =
Y
n�0

sn (8)

Moreover, this infinite product expansion ford impliesd = 2(d).

Theorem 4.7 Consider the sequence of words(tn)n�0 with t0 = 1 and tn+1 = �(sn) (n � 0). The
words(tn)n�0 form a strictly decreasing sequence of Lyndon words and we have:

� =
Y
n�0

tn (9)

Moreover, this infinite product expansion for� implies� = 1�(d).

Remark 4.8 Theorems 4.7 and 4.6 should be looked at from a point of view developed in [15], where the
author answers a question asking for conditions for the characteristic word of a sequence to be the image
of a fixed point of a morphism.

Define the sequence of integersm = (mi)i�0 with m0 = 1 andmn+1 = 4mn + 1; hence we have
m = 1, 5, 21, 85,: : : Let (wn)n�0 be the unique consecutive factors ofd, starting withw0 = d0 = 2

defined bywn+1 = dm0+���+mn+1 � � � dm0+���+mn+mn+1
, satisfyingjwnj = mn. Hence, we havew0 =

2,w1 = 11222,w2 = 112112112221122211222, : : :

Proposition 4.9 We have, for anyn � 0,wn+1 = (wn).

As we will see, this proposition is a consequence of Equation (7). First, observe that by definition of,
we have for anyw 2 A�,

j(w)j1 = 2(jwj1+ jwj2)

j(w)j2 = jwj1 + 3jwj2
(10)

Then observe that, sincew0 = 2, we may show by induction thatjn(w0)j2 = jn(w0)j1 + 1 and
jn(w0)j = mn. Recall from Equation (4) that for anyn, the letterdn is determined by the difference
cn+1 � cn. Moreover, we havecn+1 = (

Pn

i=0 di) + 1 = (
Pn

i=0 ci+1 � ci) + 1. Hence, it is natural to
think of the letterdn as corresponding to the integercn+1. Any integerm 2 c is of the formm = ck for
a givenk � 0. We denote this unique integer byc�1(m). So for instance,c�1(3) = 1; c�1(4) = 2 and
c�1(5) = 3; hencedc�1(3)�1 = d0 = 2, anddc�1(4)�1 = d1 = dc�1(5)�1 = d2 = 1.
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Lemma 4.10 Let n � 0. Suppose first thatdn = cn+1 � cn = 1. Then4cn 2 c, but 4cn + 2 62 c.
Consequently,dc�1(4cn)�1 = dc�1(4cn+1)�1 = 1 anddc�1(4cn+3)�1 = 2.

Suppose now thatdn = cn+1�cn = 2. Then4cn 2 c, but4cn+2; 4cn+4; 4cn+6 62 c. Consequently,
dc�1(4cn)�1 = dc�1(4cn+1)�1 = 1 anddc�1(4cn+3)�1 = dc�1(4cn+5) = dc�1(4cn+7) = 2.

Supposedn = 1. That4cn 2 c follows from the fact that2cn 62 c, sincecn 2 c. That4cn + 2 62 c is
given by Equation (7). That4cn � 1, 4cn + 1, 4n+ 3 2 c follows from the fact thatc contains every odd
integer. Hence the integers4cn � 1; 4cn; 4cn + 1; 4cn + 3 are consecutive terms inc. Hence, we have
dc�1(4cn)�1 = dc�1(4cn+1)�1 = 1 anddc�1(4cn+3)�1 = 2.

Suppose now thatdn = 2. Again, we have4cn 2 c. That4cn + 2; 4cn + 6 62 c follows from Equa-
tion (7). Observe that,cn+1 � cn = 2 implies thatcn + 1 62 c, hence2cn + 2 2 c so 4cn + 4 62 c.
That 4cn + k 2 c for k = �1; 1; 3; 5; 7 follows from the fact that they all are odd. Hence, the in-
teger4cn � 1; 4cn; 4cn + 1; 4cn + 3; 4cn + 5; 4cn + 7 are consecutive terms inc. Hence, we have
dc�1(4cn)�1 = dc�1(4cn+1)�1 = 1 anddc�1(4cn+3)�1 = dc�1(4cn+5)�1 = dc�1(4cn+7)�1 = 2.

Proof of Proposition 4.9. We first associate to any integercn a subsequenceS(cn) of c by setting:

cn 7! S(cn) =

�
f4cn � 1; 4cn; 4cn + 1; 4cn + 3g if cn+1 � cn = 1

f4cn � 1; 4cn; 4cn + 1; 4cn + 3; 4cn+ 5; 4cn + 7g otherwise

Observe thatS(cn) andS(cn+1) only have a single element in common, namely the greatest element of
S(cn) which is also the least element ofS(cn+1). This element is equal to4cn+3 if cn+1�cn = 1, and to
4cn+7 otherwise, as is easily checked. This shows thatc0;S(c0);S(c1), : : : coincides withc. Moreover,
associating tocn+1 (n � 0) the letterdn, we see that the mappingS is nothing else but the morphism.
Indeed, supposedn = cn+1 � cn = 1 then we haveS(cn) = f4cn � 1; 4cn; 4cn + 1; 4cn+ 3g; the three
letter word associated with this subsequence, which is a factor ofd, is 112. The casedn = 2 is similar.

We now define for alln � 0 a subsequenceIn of c. PutI0 = fc0g, andIn+1 = S(In). We have
c = I0; I1, : : : ; this follows fromc = c0;S(c0);S(c1), : : : Now, we claim that the number of elements
in In (n � 0) is equal tomn + 1. Indeed, this follows from the observation thatS coincides with when
going fromc to d. Hence, a simple induction counting the number of consecutive termsck; ck+1 of In
according to the valueck+1 � ck = 1 or ck+1 � ck = 2 leads to a result identical with Equations (10).
This implies that the factor ofd associated withIn is equal town, since its length isjInj � 1 = mn. This,
together with the previous observation thatS coincides with, concludes the proof of Proposition 4.9.2

Proof of Theorem 4.6. The first part of the statement follows directly from Proposition 2.5 applied to

and from Lemma 4.9. The last part of the statement is clear. 2

Proof of Theorem 4.7. The first part of the statement is also proved using Proposition 2.5. Next, we use
a technique similar to the one developed for the proof of Proposition 4.9.

We first associate to any integercn a subsequenceT (cn) of consecutiveintegers by setting:

cn 7! T (cn) =

�
f2cn; 2cn + 1g if cn+1 � cn = 1

f2cn; 2cn + 1; 2cn + 2; 2cn + 3g if cn+1 � cn = 2

Observe thatT (cn) andT (cn+1) are disjoint and that the greatest element ofT (cn) is one less than the
least element ofT (cn+1). This shows that every integer except 1 appears inT (c0), T (c1), : : : Moreover,
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associating tocn+1 (n � 0) the letterdn, we see that the mappingT is nothing else but the morphism
�. Indeed, the only integer inT (cn) not belonging toc is the least element ofT (cn), namely2cn. Let
us prove this claim. Supposedn = 1; then we havecn+1 � cn = 1 andT (cn) = f2cn; 2cn + 1g

and2cn 62 c; 2cn + 1 2 c is obviously true. Suppose nowdn = 2. We obviously have2cn 62 c,
2cn + 1; 2cn + 3 2 c. Moreover, we have2cn + 2 2 c sincecn + 1 62 c becausecn+1 � cn = 2. The
equality� = 1�(d) is straightforward. This concludes the proof of Theorem 4.7. 2
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