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Deformations of Weyl’s Denominator Formula: Six Conjectures and One Result
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Abstract. We introduce a series of conjectured identities that deform Weyl’s denominator formula and generalize Tokuyama’s formula to other root systems. These conjectures generalize a number of well-known results due to Okada. We also prove a related result for $B'_n$ that generalizes a theorem of Simpson.

Résumé. Nous proposons une série de conjectures qui sont des déformations de la formule dénominateur de Weyl et qui généralisent la formule de Tokuyama à d'autres systèmes de racines. Ces résultats sont des généralisations de théorèmes bien connus dus à Okada. Nous donnons aussi la preuve d'un résultat pour $B'_n$ qui est une généralisation d’un théorème de Simpson.
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1 Introduction

Weyl’s denominator formula is a fundamental and well-studied identity in algebra; additionally, it is valued for its connections to combinatorics and analytic number theory. One of the most interesting generalizations of this identity is due to Tokuyama [16] who obtained a deformation involving a single free parameter $t$. Deformations of Weyl’s denominator formula for the root systems of type $B_n$, $C_n$ (two cases) and $D_n$ have been discovered by Okada [11], and for $B_n$ a further deformation was obtained by Simpson [13]. For $A_n$ Tokuyama also established a remarkable identity [16] expressing a certain combinatorial sum as a product of his deformed Weyl denominator and an undeformed Weyl character of an irreducible representation of $A_n$ known as a Schur function. It is thus natural to ask for versions of Tokuyama’s identity in the case of other root systems. Some cases are already known, and previous work includes [1], [2], [3], [5], [6] and [15].

The impetus for our tackling this problem comes from the 2010 BIRS workshop “Whittaker Functions, Crystal Bases, and Quantum Groups” at which Ben Brubaker asked the first author whether we could discover the deformation of the $B_n$ Weyl denominator formula, along the same lines as our previous work [6].
on symplectic shifted tableaux. From this query we first developed a number of conjectures for cases that we refer to as $B_n$, $B'_n$, $C_n$, $C'_n$, $D_n$, and $D'_n$ (the six conjectures) that generalise to a multi-parameter setting the one-parameter results of Okada and Simpson, and have proved a version of Tokuyama’s identity for $B'_n$ (the one result). This more general result whose proof we discuss here encompasses the three $B_n$, $D_n$ and $B'_n$ conjectures that are themselves generalisations of Okada’s Theorems 2.1 and 4.1 [11] and Simpson’s Theorem 1 [13]. The $B_n$ case of our general result also includes as a special case the result of Tabony [15]. The paper is organized as follows: Section 2 covers definitions and previous results, Section 3 introduces the conjectures, and, finally, Section 4 gives the result and specializations.

2 Background

2.1 Half Turn Alternating Sign Matrices

An alternating sign matrix (ASM) is a square matrix with entries 0, 1, and $-1$ such that each row or column sum is 1, while each partial row or column sum is either 1 or 0. The setting for all these identities is a particular type of alternating sign matrix, described either as an ASM invariant under 180 degree rotation (Okada [11]) or as a half-turn ASM (Robbins [12], Kuperberg [9], Tabony [15]). We consider three different types of half-turn ASM. The variation centres around the presence or absence or content of a middle row and column. Since there is rotational symmetry, from one half of the ASM we can reconstruct the entire matrix immediately if $m$ is even, while for $m$ odd we also need the ASM conditions themselves to construct the central column. We will often use the right half of the matrix, with the turn on the left boundary, so row $i$ continues as row $m + 1 - i$. We also use $T$ to denote $-1$.

The various types of half-turn ASM are as follows: **Type $B_n$:** Even-sided half-turn ASM (Okada [11], Tabony [15]) and **Type $B'_n$:** Odd-sided half-turn ASM—special central column (Simpson [13]); **Type $C_n$:** Odd-sided half-turn ASM (Okada [11]) and **Type $C'_n$:** Odd-sided half-turn ASM—special central row (Okada [11]); **Type $D_n$:** Even-sided half-turn ASM—special pair of central columns (Okada [11]) and **Type $D'_n$:** Odd-sided half-turn ASM—special central row. Diagrams below:

$$
\begin{align*}
B_n & \begin{bmatrix}
0 & 1 & 0 & 0 \\
1 & T & 1 & 0 \\
0 & 1 & T & 1 \\
0 & 0 & 1 & 0
\end{bmatrix} &
C_n & \begin{bmatrix}
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 \\
1 & 0 & T & 0 & 1 \\
0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0
\end{bmatrix} &
D_n & \begin{bmatrix}
0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0
\end{bmatrix} \\
B'_n & \begin{bmatrix}
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
1 & T & 1 & 1 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0
\end{bmatrix} &
C'_n & \begin{bmatrix}
0 & 0 & 1 & 0 & 0 \\
1 & 0 & T & 1 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 1 & T & 0 & 1 \\
0 & 0 & 1 & 0 & 0
\end{bmatrix} &
D'_n & \begin{bmatrix}
0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0
\end{bmatrix}
\end{align*}
$$

2.2 Compass Point Matrices

The combinatorial objects we deal with can also be described differently; in fact, they can be interpreted at least three different ways: as compass point matrices (CPM), as half-turn ASM, or as shifted tableaux.
Each of these objects can be weighted to give a contribution to the sum side of our identity. For the actual proof, we find shifted tableaux the most natural to deal with; however, for the statement of the identity ASM and CPM are most natural, and we discuss now their definition and how to go from one to another.

The compass point matrices are equivalent to the six vertex model in physics. In this situation there is a two–dimensional grid consisting of vertices and directed edges. Each vertex has four edges and the directions of the edges are such that only six different in-out configurations are permitted. Each of these configurations is in bijective correspondence with CPM entries that each correspond in turn with a specific type of entry in the equivalent ASM. Equation (2) shows how to go from a CPM to an ASM (note four different CPM entries yield the same ASM entry 0, but these are distinguished by their nearest non-zero neighbours ±1 (see details on the reverse map in [9]). We use the notation C ≡ A to indicate a CPM is equivalent to an ASM. The combinatorial objects we study in this paper are ones in which the edges on the left boundary are curved and join row i to row n − i + 1 (see Figure 1).

\[
\begin{align*}
\uparrow & \quad \downarrow & \quad \uparrow & \quad \downarrow & \quad \uparrow & \quad \downarrow \\
\rightarrow & \quad \leftarrow & \quad \rightarrow & \quad \rightarrow & \quad \leftarrow & \quad \leftarrow & \quad \rightarrow & \quad \rightarrow \\
W & \quad E & \quad NS & \quad SW & \quad NE & \quad SE & \quad NW \\
1 & -1 & 0 & 0 & 0 & 0 & 0 & 0
\end{align*}
\] (2)

### 2.3 Weighting and Previous Results

Given the general structure of the compass points matrix, depending on which weightings we choose, we can generate a number of well-known identities. These identities feature expressions in terms of x and t and are for the staircase shape, \( \delta = (n, n-1, \ldots, 1) \), although that is not explicit. Our conjectures in Section 3 generalize these by refining the t variable into \( t_i \) (and sometimes \( s_i \)) variables for \( 1 \leq i \leq n \), and by extending the identities to Tokuyama-type equations involving Schur functions.

These identities are listed below. We have made the left-hand sides explicit. The right-hand sides are expressed in terms of compass points matrices; however, space does not allow us to give the mapping in every case. We have included it in one case (Theorem 5), and our full paper will contain the others.

**Theorem 1 (Reformulation of Okada’s \( B_n \) identity)**

\[
\prod_{i=1}^{n} (1 - tx_i) \prod_{1 \leq i < j \leq n} (1 - t^2 x_i x_j)(1 - t^2 x_i^{-1} x_j^{-1}) = \sum_{C \equiv A \in B_n} \prod_{i=1}^{n} x_i^{-1} \prod_{i=1}^{2n} \prod_{j=n+1}^{n+1} \text{wgt}(c_{ij})
\]

**Theorem 2 (Reformulation of Okada’s \( D_n \) identity)**

\[
\prod_{1 \leq i < j \leq n} (1 + tx_i x_j)(1 + tx_i x_j^{-1}) = \sum_{C \equiv A \in D_n} \prod_{i=1}^{n} x_i^{-1} \prod_{i=1}^{2n} \prod_{j=n+1}^{n+1} \text{wgt}(c_{ij})
\]

**Theorem 3 (Alternative reformulation of Okada’s \( D_n \) identity)**

\[
\prod_{1 \leq i < j \leq n} (1 + tx_i x_j)(1 + tx_i x_j^{-1}) = \sum_{C \equiv A \in D_n'} t^{-n/2} \prod_{i=1}^{n} x_i^{-1} \prod_{i=1}^{2n+1} \prod_{j=n+1}^{n+1} \text{wgt}(c_{ij})
\]
Theorem 4 (Reformulation of Okada’s $C_n$ identity [11])

$$\prod_{i=1}^{n}(1-tx_i)(1+t^2x_i) \prod_{1 \leq i < j \leq n} (1-t^2x_ix_j)(1-t^2x_j^{-1}) = \sum_{C \subseteq \Lambda \subseteq C_n} \prod_{i=1}^{n} x_i^{n+1} \prod_{i=1}^{n} \prod_{j=n+1}^{2n+1} \text{wgt}(c_{ij})$$

Theorem 5 (Reformulation of Okada’s $C'_n$ identity [11])

$$\prod_{i=1}^{n}(1+tx_i^2) \prod_{1 \leq i < j \leq n} (1+tx_ix_j)(1+tx_j^{-1}) = \sum_{C \subseteq \Lambda \subseteq C_n} \prod_{i=1}^{n} x_i^{-i} \prod_{i=1}^{n} \prod_{j=n+1}^{2n+1} \text{wgt}(c_{ij})$$

A further multi-parameter extension of these identities takes the following form:

Theorem 6 (Reformulation of Simpson’s $B'_n$ identity [13])

$$\prod_{i=1}^{n}(1+tx_i) \prod_{1 \leq i < j \leq n} (1+tx_ix_j)(1+tx_j^{-1}) = \sum_{C \subseteq \Lambda \subseteq B'_n} \prod_{i=1}^{n} x_i^{n+1} \prod_{i=1}^{n} \prod_{j=n+1}^{2n+1} \text{wgt}(c_{ij})$$

A further multi-parameter extension of these identities takes the following form:

Theorem 7 (Tabony’s Generalisation of Okada’s $B_n$ identity [15])

$$\prod_{i=1}^{n}(1-t_ix_i) \prod_{1 \leq i < j \leq n} (1-t_ix_ix_j)(1-t_ix_jx_i^{-1}) = \sum_{C \subseteq \Lambda \subseteq B_n} \prod_{i=1}^{n} x_i^{-i} \prod_{i=1}^{n} \prod_{j=n+1}^{2n+1} \text{wgt}(c_{ij})$$

3 Six Conjectures

The third kind of object that indexes these identities is the set of primed shifted tableaux (PSTs). For fixed $n \in \mathbb{N}$ let $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_n)$ be a strict partition with $n$ distinct parts. Then PSTs of shape $\lambda$ are arrays of boxes with rows of lengths $\lambda_i$ left adjusted to a diagonal line. Their boxes are filled with entries from the set $1' < 1 < 2' < 2 < 3' < 3 < \ldots < n' < n < n' < 0 < p' < p < n - 1' < n - 1 < \ldots < 1' < 1$ with these rules: 1) entries weakly increase across rows and down columns, 2) entries strictly increase down left-to-right diagonals, 3) at most one $k'$ and at most one $k'$ appears in each row, 4) at most one $k$ and at most one $k$ appears in each column, 5) exactly one of $\{k, k'\}$ appears on the main diagonal for all $1 \leq k \leq n$. We use the notation $P \sim A$ to indicate a PST is associated with an ASM.
Deformations of Weyl’s Denominator Formula

There are a six cases to consider for our conjectures, each associated with a type of $\lambda$-HTASM described in section 2.1. We denote these ASMs by $A(\lambda)$ with $X_n = B_n, B'_n, C_n, C'_n, D_n, \text{ and } D'_n$. To each $A \in A(\lambda)$ we associate a corresponding CPM $C$ and $2^m$ PSTs $P$, where the multiplicity $2^m$ is generally, but not always, the number of entries $-1$ in $A$. Define $P$ as the set of all partitions and $C$ as the set of all partitions with arm lengths exceeding leg lengths by 1 in Frobenius notation. For $\lambda = \mu + \delta$ where $\delta = (n, n-1, \ldots, 1)$ is a staircase partition and $\mu$ is a partition of length $\ell(\lambda) \leq n$, the sets of PSTs of shapes $\lambda$ and $\delta$ are signified by $P^\lambda_{(X_n)}$ and $P^\delta_{(X_n)}$. We let $tx = (t_1x_1, t_2x_2, \ldots, t_nx_n)$ and $s\zeta = (s_1x_1, s_2x_2, \ldots, s_nx_n)$.

With this notation we have

$$\sum_{P \in P^\lambda_{(X_n)}} \text{wt}(P) = \sum_{P \in P^\delta_{(X_n)}} \text{wt}(P) \Delta^\mu_{X_n}(x; t) \quad \text{where} \quad \sum_{P \in P^\delta_{(X_n)}} \text{wt}(P) = \Phi_{X_n}(x; t), \quad (4)$$

with $\Phi_{X_n}(x; t)$ a type of deformation of the factorised form of a Weyl denominator formula with the exponents of $x$ defining the roots and $t$ a sequence of deformation parameters, while $\Delta^\mu_{X_n}(x; t)$ is a type of deformation of a Weyl character of an orthogonal or symplectic algebra. The various $\Delta_{X_n}$ and $\Phi_{X_n}$ are tabulated in Figure 2. Here we have adopted the notation $\zeta = z^{-1}$ for any $z$.

4 One Result

Related to the six conjectures given in Section 3 is the following result that takes the form of a Tokuyama type identity for the root system of type $B_n$:

Theorem 8 Let $sx = (s_1x_1, s_2x_2, \ldots, s_nx_n)$ and $tx = (t_1x_1^{-1}, t_2x_2^{-1}, \ldots, t_nx_n^{-1})$. Let $\lambda = \mu + \delta$ with $\mu \in P$ of length $\ell(\mu) \leq n$ and $\delta = (n, n-1, \ldots, 1)$. Then we have

$$\sum_{P \sim A \in B_n^\lambda} \text{wt}(P) = \sum_{P \sim A \in B'_n^\delta} \text{wt}(P) \sum_{\gamma \in C} w_{\mu/\gamma}(t_0, sx, t\zeta). \quad (5)$$
<table>
<thead>
<tr>
<th>$X_n$</th>
<th>Type of half-turn ASM</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_n$</td>
<td>Even sided: side $2n$</td>
</tr>
<tr>
<td>$\Phi_{X_n} = \prod_{i=1}^{n} (1 - t_i x_i) \prod_{1 \leq j &lt; k \leq n} (1 - t_j t_k x_j x_k)(1 - t_j t_k x_j x_k^{-1})$</td>
<td></td>
</tr>
<tr>
<td>$\Delta_{X_n} = (\sqrt{\tau - 1})^{n</td>
<td>\mu</td>
</tr>
<tr>
<td>$B'_n$</td>
<td>Odd sided: side $2n + 1$; central column $(0^n, 1, 0^n)$</td>
</tr>
<tr>
<td>$\Phi_{X_n} = \prod_{i=1}^{n} (1 + t_0 t_i x_i) \prod_{1 \leq j &lt; k \leq n} (1 + t_j t_k x_j x_k)(1 + t_j t_k x_j x_k^{-1})$</td>
<td></td>
</tr>
<tr>
<td>$\Delta_{X_n} = \sum_{\gamma \in C} s_{\mu/\gamma}(t_0, t x, t \overline{x})$</td>
<td></td>
</tr>
<tr>
<td>$C_n$</td>
<td>Odd sided: side $2n + 1$</td>
</tr>
<tr>
<td>$\Phi_{X_n} = \prod_{i=1}^{n} (1 - t_i x_i)(1 - t_0 t_i x_i) \prod_{1 \leq j &lt; k \leq n} (1 + t_j t_k x_j x_k)(1 + t_j t_k x_j x_k^{-1})$</td>
<td></td>
</tr>
<tr>
<td>$\Delta_{X_n} = (\sqrt{\tau - 1})^{n</td>
<td>\mu</td>
</tr>
<tr>
<td>$C'_n$</td>
<td>Odd sided: side $2n + 1$; central row $(0^n, 1, 0^n)$</td>
</tr>
<tr>
<td>$\Phi_{X_n} = \prod_{i=1}^{n} (1 + t_i^2 x_i^2) \prod_{1 \leq j &lt; k \leq n} (1 + t_j t_k x_j x_k)(1 + t_j t_k x_j x_k^{-1})$</td>
<td></td>
</tr>
<tr>
<td>$\Delta_{X_n} = \sum_{\alpha \in A} s_{\mu/\alpha}(t x, t \overline{x})$</td>
<td></td>
</tr>
<tr>
<td>$D_n$</td>
<td>Even sided: side $2n$, pair central columns $(0^n, 1, 0^{n-1})$ and $(0^{n-1}, 1, 0^n)$</td>
</tr>
<tr>
<td>$\Phi_{X_n} = \prod_{1 \leq j &lt; k \leq n} (1 + t_j t_k x_j x_k)(1 + t_j t_k x_j x_k^{-1})$</td>
<td></td>
</tr>
<tr>
<td>$\Delta_{X_n} = \sum_{\gamma \in C} s_{\mu/\gamma}(t x, t \overline{x})$</td>
<td></td>
</tr>
<tr>
<td>$D'_n$</td>
<td>Odd sided: side $2n + 1$, central row $(1, 0^{n-1}, -1, 0^{n-1}, 1)$</td>
</tr>
<tr>
<td>$\Phi_{X_n} = \prod_{1 \leq j &lt; k \leq n} (1 + t_j t_k x_j x_k)(1 + t_j t_k x_j x_k^{-1})$</td>
<td></td>
</tr>
<tr>
<td>$\Delta_{X_n} = \sum_{\gamma \in C} s_{\lambda/\gamma}(t x, t \overline{x})$ with $\mu = (\mu_1, \lambda)$</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2: Form of the six conjectures
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with

\[
\sum_{P \sim A \in B_n^t} \text{wgt}(P) = \prod_{i=1}^{n}(1 + t_0 s_i x_i) \prod_{1 \leq i < j \leq n} (1 + s_i s_j x_i x_j)(1 + s_1 t_j x_j).
\]

(6)

where the assignment of weights to \( P \) is given below in (3).

Consider the odd-sided half-turn alternating sign matrices \( A \) with special central column \((0^n 1^n)\) that are associated with the \( B'_n \) case introduced by Simpson and that appear in (1). Brubaker and Schultz \[4\] have defined a universal weighting in this case for the compass points matrix. We reinterpret this universal weighting in a form more amenable to primed shifted tableaux as follows:

<table>
<thead>
<tr>
<th>Entry ((i, j)) at</th>
<th>(1 \leq i \leq n)</th>
<th>(i = n)</th>
<th>(n + 1 \leq i \leq 2n + 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( WE )</td>
<td>( (s_i + t_i) x_i )</td>
<td>((t_0 + \overline{t}_0))</td>
<td>((s_{2n+2-i} + t_{2n+2-i})\overline{\pi}_{2n+2-i})</td>
</tr>
<tr>
<td>( NS )</td>
<td>( s_i x_i )</td>
<td>( t_0 )</td>
<td>( s_{2n+2-i} \overline{\pi}_{2n+2-i} )</td>
</tr>
<tr>
<td>( NE )</td>
<td>( \overline{t}_i x_i )</td>
<td>( t_0 )</td>
<td>( t_{2n+2-i} \overline{\pi}_{2n+2-i} )</td>
</tr>
<tr>
<td>( SE )</td>
<td>( s_i x_i )</td>
<td>( t_0 )</td>
<td>( t_{2n+2-i} \overline{\pi}_{2n+2-i} )</td>
</tr>
<tr>
<td>( NW )</td>
<td>( \overline{t}_i x_i )</td>
<td>( t_0 )</td>
<td>( t_{2n+2-i} \overline{\pi}_{2n+2-i} )</td>
</tr>
<tr>
<td>( SW )</td>
<td>( s_i x_i )</td>
<td>( t_0 )</td>
<td>( t_{2n+2-i} \overline{\pi}_{2n+2-i} )</td>
</tr>
</tbody>
</table>

(7)

together with an additional factor of \( t_0^{L_{i+1}} \prod_{i=1}^{n}(t_i \pi_i)^{L_i} (s_i x_i)^{L_{2n+2-i}} \), where \( L_i \) is the number of entries \( WE, NW, SW \) above the entry \( c_i, n+1 \) of \( C \) for \( i = 1, 2, \ldots, 2n + 1 \). However, \( L_{2n+2-i} = n - i + L_{i+1} \) and the additional factor can then be written in the form \( \prod_{i=1}^{n}(s_i x_i)^{n-i} \prod_{j=1}^{n}(s_j t_j)^{L_j} \).

The above weighting of compass point matrices \( C \) leads directly to the following weighting of primed shifted tableaux \( P \), together with additional factors \( \prod_{i=1}^{n}(s_i x_i)^{n-i} \prod_{j=1}^{n}(s_j t_j)^{L_j} \).

| Diagonal entries | \( k \mapsto t_0 s_k x_k \) | \( k \mapsto 1 \) |
| Off-diagonal entries | \( k \mapsto s_k x_k \) | \( k' \mapsto \overline{t}_k x_k \) | \( k \mapsto \overline{s}_k \pi_k \) | \( 0 \mapsto t_0 \) | \( 0' \mapsto \overline{t}_0 \) |

(8)

There also exist primed orderly tableaux \( D \in D^\delta \) that are of shifted shape \( \delta \) and are filled with entries in accordance with the two rules: (1) that the entry at each main diagonal position \((i, i)\) is either \( i \) or \( \overline{i} \); and (2) that the entry at each off-diagonal position \((i, j)\) with \( i < j \) is either \( i, \overline{i}, j' \) or \( \overline{j'} \). They may be assigned the following weights for all possible entries in position \((i, j)\) in \( D \):

| Diagonal entries in position \((i, i)\) | \( i \mapsto t_0 s_i x_i \) | \( i \mapsto 1 \) |
| Off-diagonal entries in position \((i, j)\) | \( i \mapsto (s_j t_j) s_i x_i \) | \( i \mapsto \overline{s}_i \pi_i \) | \( j' \mapsto s_j x_j \) | \( \overline{j'} \mapsto t_j x_j \) |

(9)

together with the an overall factor of \( \prod_{i}(s_i x_i)^{n-i} \) previously encountered in connection with \( \text{wgt}(P) \).

This weighting offers an alternative combinatorial realisation of the right hand side of (6) since it implies that \( \sum_{D \in D^\delta} \text{wgt}(D) = \prod_{i=1}^{n}(s_i x_i)^{n-i} \prod_{1 \leq i < j \leq n}(s_i s_j t_j x_i + \overline{s}_i \pi_i + s_j x_j + t_j x_j) \), which can be rewritten in the required form \( \prod_{i=1}^{n}(1 + t_0 s_i x_i) \prod_{1 \leq i < j \leq n}(1 + s_i s_j x_i x_j)(1 + s_1 t_j x_j) \).


4.1 Proof of Theorem 8

The proof of Theorem 8 relies on lattice paths and follows the approach of Okada (which contains one of the early proofs of Tokuyama’s result [16]). Note that we could have also followed a different path, so to speak, making use of Theorem 4.2, equation (32), of Ishikawa and Wakayama [8] instead. Their theorem is a more general case of Stembridge’s result [14]; however, their theorem holds in the case when the starting and ending points are not \( D \)-compatible (as defined in [14]), which is the situation we would construct here. The connection to [8] and [14] implies there would be Pfaffian results as well, and these will be the subject of some of our future work.

![Example of the lattice paths for the given tableau](image)

**Fig. 3:** Example of the lattice paths for the given tableau, in the case \( n = 3, \delta = (3, 2, 1) \) and \( \mu = (5, 4, 2) \).

We will apply Okada’s theorem to the situation with starting points \( u_k = (-n + k, 0) \) and ending points \( v_k = (\mu_k + n - k + 1, 0) \) for \( k = 1, 2, \ldots, n \), and the following edge weights on curved, horizontal, and diagonal edges (vertical edges weighted 1):

1) For a curved edge from \((-n + k, 0)\) to \((0, k)\) the weight is \( t_0 s_k x_k \prod_{i=k+1}^{n} s_i t_i \), and from \((-n + k, 0)\) to \((0, \bar{k})\), the weight is 1.

2) For a horizontal edge for unbarred nonzero \( i \) from \((j, i)\) to \((j + 1, i)\), the weight is \( s_i x_i \). For a horizontal edge for barred nonzero \( i \) from \((j, \bar{i})\) to \((j + 1, \bar{i})\), the weight is \( t_i \bar{x_i} \). For a horizontal edge for 0 from \((j, 0)\) to \((j + 1, 0)\), the weight is \( t_0 \).

3) For a diagonal edge for unbarred nonzero \( i \) from \((j, i - 1)\) to \((j + 1, i)\) the weight is \( \bar{t}_i x_i \). For a diagonal edge for barred nonzero \( i \) from \((j, \bar{i} + 1)\) to \((\bar{j}, \bar{i})\) the weight is \( \bar{t}_i \bar{x_i} \). For a diagonal edge for 0 from \((j, n)\) to \((j + 1, 0)\) the weight is \( \bar{t}_0 \).

Then we assert that with this weighting, the set of non-intersecting lattice paths from \( u \) to \( v \) gives the generating function for the required sum of weights of primed shifted tableaux. In particular, the row starting with \( k \) or \( \bar{k} \) corresponds to the lattice path starting at \((-n + k, 0)\). The generating function for the weights of all possible rows starting with \( k \) in the tableaux can be expressed as

\[
\tilde{f}_{k,t}(q_t) := \frac{t_0 s_k x_k q_t}{1 - s_k x_k q_t} \prod_{i=k+1}^{n} s_i t_i \frac{1 + \bar{t}_i \bar{x_i} q_t}{1 - \bar{t}_i \bar{x_i} q_t} \prod_{i=1}^{n} \frac{1 + \bar{t}_i \bar{x_i} q_t}{1 - \bar{t}_i \bar{x_i} q_t}.
\]

**Justification:** The first (curved) step is at height \( k \) and has weight \( t_0 s_k x_k \prod_{i=k+1}^{n} s_i t_i \). After that
we cannot have any diagonal steps at height \( k \) but we can have horizontal steps. These are counted by \((1 - s_k x_k q_l)^{-1}\). Then we can have the remaining steps from any height bigger than \( k \). We can have at most one of these as a diagonal step, and these are counted by \((1 + t_i x_i q_l)^{-1}\) for unbarred entries, by \((1 + t_0 q_l)^{-1}\) for zero entries, and by \((1 + s_i x_i q_l)^{-1}\) for barred entries, or we can have many horizontal steps, and these are counted by \((1 - s_i x_i q_l)^{-1}\) for unbarred entries, by \((1 - t_0 q_l)^{-1}\) for zero entries, and by \((1 - t_i x_i q_l)^{-1}\) for barred entries.

A similar argument implies that the generating function for the weights of all possible rows starting with \( \overline{\lambda} \) in the tableaux can be expressed as

\[
g_{k,l}(q_l) := \frac{q_l}{1 - t_k x_k q_l} \prod_{i=1}^{k-1} \frac{1 + s_i x_i q_l}{1 - t_i x_i q_l}.
\]

In the expansion of each of these generating functions \( f_{k,l}(q_l) \) and \( g_{k,l}(q_l) \) the parameter \( q_l \) carries the total number of steps to the right in each lattice path, and thereby its exponent gives the the number of the column in which each lattice path terminates. In dealing with lattice paths associated with primed shifted tableaux of shape \( \lambda \) it is convenient to use the notation whereby \([q_l^{\lambda}]\) picks out the coefficient of \( q_l^{\lambda} \) in the expansion of these generating functions and \([q^\lambda]\) the coefficient of \( q_1^{\lambda_1} q_2^{\lambda_2} \cdots q_n^{\lambda_n} \). Putting all this information together, and for simplicity writing \( P \in \mathcal{P}_\lambda(n) \) for \( P \sim A \in \mathcal{B}_n^{\lambda} \), we arrive at the following:

**Theorem 9** For all \( n \in \mathbb{N} \) let \( \lambda = \mu + \delta \) where \( \delta = (n, n-1, \ldots, 1) \) with \( \mu \) a partition of length \( \ell(\mu) \leq n \). Then

\[
\sum_{P \in \mathcal{P}_\lambda(n)} \text{wgt}(P) = [q^\lambda] \det(h_{k,l}(q_l)) \quad \text{where} \quad h_{k,l}(q_l) = f_{k,l}(q_l) + (-1)^{n-k} g_{k,l}(q_l).
\]

**Proof:** Following Okada we refer to the sequence of entries \( d = (d_1, d_2, \ldots, d_n) \) on the main diagonal of \( P \) as its profile, and note that there are \( 2^n \) distinct profiles \( d \) of those \( P \) of shape \( \lambda \), where each such profile \( d \) contains either \( k \) or \( \overline{k} \) but not both. From the argument in [10], the generating function for all non-intersecting paths for a particular profile \( d \) is \( \det(f_{k,l}(q_l)) \) if \( k \in d \) and \( \det(g_{k,l}(q_l)) \) if \( \overline{k} \in d \).

Let \( \pi \) be the permutation mapping \( d \) to \( d^\pi \) where \( d_k^\pi = k \) or \( \overline{k} \). For each allowed profile \( d \) the permutation \( \pi \) is a product of cycles having parity \(((-1)^{n-k}\) moving \( k \) to position \( k \). Summing over all distinct profiles \( d \) and permuting rows and combining determinants one arrives at \( \sum_d \det(h_{k,l}(q_l)) = \det(f_{k,l}(q_l) + (-1)^{n-k} g_{k,l}(q_l)) \). The proof is completed by restricting attention to those PST of shape \( \lambda \) in which case one picks out the coefficient of \( q_l^{\lambda_l} \) from each term in the \( l \)th column. Since \( q_l \) only appears in this column, the operator \([q^\lambda] \) may be taken out of the determinant, yielding the result. \( \square \)

**Lemma 10** For all \( n \in \mathbb{N} \), let \( z = (z_1, z_2, \ldots, s_n x_n, t_0, t_1 x_1, \ldots, t_n x_n) \) and \( q = (q_1, q_2, \ldots, q_n) \). Then

\[
\det(h_{k,l}(q_l)) = D(z) K(z, q) C(q)
\]

where

\[
K(z, q) = \frac{1}{n} \prod_{j=1}^n (1 - q_j t_0) \prod_{i=1}^n (1 - q_j s_i x_i) (1 - q_j t_i x_i),
\]

\[
C(q) = \prod_{i=1}^n q_i \prod_{1 \leq i < j \leq n} (q_i - q_j) \prod_{1 \leq i < j \leq n} (1 + q_i q_j),
\]
and $D(z)$ is some multinomial in the components of $z$ independent of $q$.

**Proof:** First remove the factor $1/((1 - t_0q_i) \prod_{i=1}^{n} (1 - s_i x_i q_i)(1 - t_i \overline{x}_i q_i))$ from each element in the $j$th column. This gives $\det(\tilde{h}_{k,l}(q_i)) = K(z, q_i) \det(\tilde{h}_{k,l}(q_i))$ where $\tilde{h}_{k,l}(q_i) = \tilde{f}_{k,l}(q_i) + \tilde{g}_{k,l}(q_i)$, with

\[
\begin{align*}
\tilde{f}_{k,l}(q_i) &= (t_0 s_k x_k q_i)(1 + \overline{t}_0 q_i) \prod_{i=1}^{k-1} (1 - s_i x_i q_i) \prod_{i=k+1}^{n} s_i t_i(1 + \overline{t}_i x_i q_i) \prod_{i=1}^{n} (1 + \overline{x}_i q_i), \\
\tilde{g}_{k,l}(q_i) &= (-1)^{n-k} q_i (1 - t_0 q_i) \prod_{i=1}^{n} (1 - s_i x_i q_i) \prod_{i=1}^{n} (1 + \overline{x}_i q_i) \prod_{i=k+1}^{n} (1 - t_i \overline{x}_i q_i).
\end{align*}
\]  

(13)

This implies that $\tilde{h}_{k,l}(q_i)$ contains $q_i$ as a common factor and is a polynomial in $q_i$ of degree $2n + 1$. It follows that $\det(\tilde{h}_{k,l}(q_i))$ contains $\prod_{i=1}^{n} q_i$ as a factor and is also polynomial in $q_i$ for each $l = 1, 2, \ldots, n$. Moreover, for each pair $(i, j)$ with $1 \leq i < j \leq n$, if $q_i = q_j$ then the $i$th and $j$th columns of the matrix ($\tilde{h}_{k,l}(q_i)$) are identical and $\det(\tilde{h}_{k,l}(q_i)) = 0$. It follows that the expansion of $\det(\tilde{h}_{k,l}(q_i))$ must contain the factor $a_\delta(q_i) = \prod_{i=1}^{n} q_i \prod_{1 \leq i < j \leq n} (q_i - q_j)$.

To see that $\det(\tilde{h}_{k,l}(q_i))$ also contains factors $(1 + q_i^2)$ note that $\tilde{h}_{k,l}(q_i)$ can be rewritten as

\[
\tilde{h}_{k,l}(q_i) = \left( t_0 q_i^{n+1} \prod_{i=1}^{k-1} \overline{x}_i q_i \prod_{i=k+1}^{n} t_i \overline{x}_i \right) \left( \tilde{d}_{k,l}(q_i) - \tilde{d}_{k,l}(-\overline{q}_i) \right)
\]

(14)

where $\tilde{d}_{k,l} = (1 + \overline{t}_0 q_i)(1 + s_k x_k q_i) \prod_{i=1}^{k-1} (1 - s_i x_i q_i)(1 + s_i x_i q_i) \prod_{i=k+1}^{n} (1 + s_i x_i q_i)(1 + \overline{t}_i x_i q_i)$.

It follows that $\tilde{h}_{k,l}(q_i) = 0$ if $q_i = -\overline{q}_i$. Since $\tilde{h}_{k,l}(q_i)$ is a polynomial in $q_i$, it follows that $\tilde{h}_{k,l}(q_i)$ contains a factor $(1 + q_i^2)$ for all $k = 1, 2, \ldots, n$.

In addition, it follows from (14) that for any pair $(i, j)$ with $1 \leq i < j \leq n$ the $i$th and $j$th columns of $\tilde{h}_{k,l}(q_i)$ will be proportional to one another if $q_i = q_j$ or $q_i = -\overline{q}_j$. In such a case $\det(\tilde{h}_{k,l}(q_i)) = 0$. Hence $\det(\tilde{h}_{k,l}(q_i))$ must not only contain the factor $q_i - q_j$ found previously, but also the factor $q_i + \overline{q}_j$. The polynomial nature of $\det(\tilde{h}_{k,l}(q_i))$ then implies that it contains a factor $(1 + q_i q_j)$. To summarise, we have shown that the expansion of $\det(\tilde{h}_{k,l}(q_i))$ must contain the factor $C(q_i) = \prod_{i=1}^{n} q_i \prod_{1 \leq i < j \leq n} (q_i - q_j) \prod_{1 \leq i < j \leq n} (1 + q_i q_j)$. However, like $\det(\tilde{h}_{k,l}(q_i))$, this is of degree $2n + 1$ in $q_i$ for each $l = 1, 2, \ldots, n$. It follows that the quotient $\det(\tilde{h}_{k,l}(q_i))/C(q_i)$ is independent of $q$ that is to say $\det(\tilde{h}_{k,l}(q_i)) = C(q_i) D(z)$ for some $D(z)$ independent of $q_i$. \qed

**Theorem 11** For all $n \in \mathbb{N}$ let $\lambda = \mu + \delta$ where $\delta = (n, n-1, \ldots, 1)$ with $\mu$ a partition of length $\ell(\mu) \leq n$. Then

\[
\sum_{P \in P^\mu(n)} \text{wt}(P) = \sum_{P \in P^\mu(n)} \text{wt}(P) \sum_{\gamma \in \mathcal{C}} s_{\mu/\gamma}(z)
\]
Proof: Our previous results taken together imply that
\[
\sum_{P \in P^N(n)} \text{wgt}(P) = \left[ q^\lambda \right] \det(h_{k,l}(q_i)) = \left[ q^\lambda \right] K(z, q) C(q) D(z)
\]
\[
= D(z) \left[ q^\lambda \right] \sum_{\nu \in P} s_{\nu}(z) s_{\nu}(q) a_{\delta}(q) \sum_{\gamma \in C} s_{\gamma}(q) = D(z) \left[ q^\lambda \right] \sum_{\mu \in P} \sum_{\gamma \in C} s_{\mu/\gamma}(z) a_{\delta}(q) s_{\mu}(q)
\]
\[
= D(z) \sum_{\mu \in P} \sum_{\gamma \in C} s_{\mu/\gamma}(z) \left[ q^\lambda \right] a_{\mu+\delta}(q) = D(z) \sum_{\gamma \in C} s_{\mu/\gamma}(z)
\]
where use has been made of the following facts about Schur functions: (i) \( K(z, q) = \sum_{\nu \in P} s_{\nu}(z) s_{\nu}(q) \); (ii) \( C(q) = \sum_{\gamma \in C} a_{\delta}(q) s_{\nu}(q) \); (iii) \( s_{\nu}(q) s_{\gamma}(q) = \sum_{\lambda \in P} c_{\nu,\gamma}^{\lambda} s_{\lambda}(q) \); (iv) \( \sum_{\lambda \in P} c_{\nu,\gamma}^{\lambda} s_{\nu}(z) = s_{\lambda/\nu}(z) \); (v) \( a_{\nu}(q) s_{\lambda}(q) = a_{\lambda+\nu}(q) \); (vi) \( [q^\lambda] a_{\mu+\delta}(q) = \delta_{\lambda,\mu+\delta} \). Then setting \( \mu = 0 \) gives \( \sum_{P \in P^N(n)} \text{wgt}(P) = D(z) \), thereby completing the proof.

Since \( z = (t_0, sx, t\tau) \), this theorem immediately yields the first part \( \text{[5]} \) of our main result Theorem \( \text{[8]} \). To complete the story it only remains to verify that \( D(z) \) is given by the right hand side of \( \text{[6]} \). Although we have not been able to derive a combinatorial proof of this through a bijective map from primed shifted tableaux to orderly shifted tableaux, we offer an algebraic proof in \( \text{[7]} \) and a second independent proof is to be found in \( \text{[4]} \), thereby completing the proof of Theorem \( \text{[8]} \). This then implies the following

Theorem 12 For all \( n \in \mathbb{N} \) and any strict partition \( \lambda = \mu + \delta \)

\[
\sum_{P \in P^N(n)} \text{wgt}(P) = \sum_{D \in D^\delta} \text{wgt}(D) \sum_{\gamma \in C} s_{\mu/\gamma}(z)
\]

where the first summation on the right is over all primed orderly tableaux of shape \( \delta \) weighted as in \( \text{[9]} \).

### 4.2 Specializations of Theorem \( \text{[8]} \)

<table>
<thead>
<tr>
<th>Case ( \mu \neq 0 )</th>
<th>( s_i \mapsto t_i ) (Fig. ( \text{[2]} ), B_\nu conjecture)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( s_i \mapsto \sqrt{1}t_i, t_0 \mapsto \sqrt{1}t_i, t_i \mapsto \sqrt{-1}t_i ) (Fig. ( \text{[4]} ), B_\nu conjecture)</td>
</tr>
<tr>
<td></td>
<td>( s_i \mapsto t_i, t_0 \mapsto 0 ) (Fig. ( \text{[2]} ), D_\nu conjecture)</td>
</tr>
<tr>
<td></td>
<td>( s_i \mapsto \sqrt{1}t_i, t_0 \mapsto \sqrt{-1}t_i, t_i \mapsto \sqrt{-1}t_i ) (Tabony’s extended ( B_\nu ) identity, ( \text{[15]} ))</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Case ( \mu = 0 )</th>
<th>( s_i \mapsto \sqrt{1}t_i, t_0 \mapsto \sqrt{-1}t_i, t_i \mapsto \sqrt{-1}t_i ) (Theorem ( \text{[7]} ), Tabony’s ( B_\nu ) identity)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( s_i \mapsto t_i, t_0 \mapsto 1, t_i \mapsto t ) (Theorem ( \text{[6]} ), Simpson’s ( B_\nu ) identity)</td>
</tr>
<tr>
<td></td>
<td>( s_i \mapsto \sqrt{-1}t_i, t_0 \mapsto \sqrt{-1}t_i, t_i \mapsto \sqrt{-1}t ) (Theorem ( \text{[4]} ), Okada’s ( B_\nu ) identity)</td>
</tr>
<tr>
<td></td>
<td>( s_i \mapsto t_i, t_0 \mapsto 0, t_i \mapsto t ) (Theorem ( \text{[2]} ), Okada’s ( D_\nu ) identity)</td>
</tr>
</tbody>
</table>
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