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Abstract. Knutson and Tao’s work on the Horn conjectures used combinatorial invariants called hives and honeycombs to relate spectra of sums of Hermitian matrices to Littlewood-Richardson coefficients and problems in representation theory, but these relationships remained implicit. Here, let $M$ and $N$ be two $n \times n$ Hermitian matrices. We will show how to determine a hive $\mathcal{H}(M, N) = \{H_{ijk}\}$ using linear algebra constructions from this matrix pair. With this construction, one may also define an explicit Littlewood-Richardson filling (enumerated by the Littlewood-Richardson coefficient $c_{\lambda \mu \nu}$ associated to the matrix pair). We then relate rotations of orthonormal bases of eigenvectors of $M$ and $N$ to deformations of honeycombs (and hives), which we interpret in terms of the structure of crystal graphs and Littelmann’s path operators. We find that the crystal structure is determined more simply from the perspective of rotations than that of path operators.

Résumé. Le travail de Knutson et Tao sur les conjectures de Horn utilisés invariants combinatoires appelé ruches et nids d’abeilles de trait spectres des sommes de matrices hermitiennes de Littlewood-Richardson coefficients et les problèmes de la théorie de la représentation, mais ces relations demeurent implicites. Ici, laissez $M$ et $N$ être deux $n \times n$ matrices hermitiennes. Nous allons montrer comment déterminer une ruche $\mathcal{H}(M, N) = \{H_{ijk}\}$ utilisant constructions d’algèbre linéaire de cette paire de matrices. Avec cette construction, on peut également définir une explicite de remplissage Littlewood-Richardson (énumérés par la Littlewood-Richardson coefficient $c_{\lambda \mu \nu}$ associé à la matrice paire). Nous rapportons ensuite des rotations de bases orthonormées de vecteurs propres de $M$ et $N$ à des déformations de nids d’abeilles (et ruches), que nous interprétons en fonction de la structure des graphes en cristal et des exploitants de chemins de Littelmann. On retrouve que la structure de cristal est déterminée plus simple du point de vue de la rotation que celle des opérateurs de chemin. Mots-clés: matrices hermitiennes, nids d’abeilles, des graphiques cristal.
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1 Introduction

In Horn [2] the following problem was considered: characterize the possible spectra $(\mu, \nu, \lambda)$ of a triple of Hermitian matrices $(M, N, L)$, where $M + N + L = 0$. Horn proposed a recursively defined set of inequalities whose solutions would determine such spectra. Many contributions went into proving this conjecture, culminating in the work of Knutson and Tao [4] where they established the “Horn Theorem”, namely, if a Hermitian triple $(M, N, L)$ exists, then their respective spectra $(\mu, \nu, \lambda)$ would form the edge weights for

*Email: gappleby@scu.edu.
†Email: tmcginley@scu.edu.

1365–8050 © 2014 Discrete Mathematics and Theoretical Computer Science (DMTCS), Nancy, France
a combinatorial object called a *hive*, or equivalently, it was shown, a weighted graph called a *honeycomb* (again, with edge weights $(\mu, \nu, \lambda)$). The proof of the Horn Theorem depended on some deep connections to representation theory and symplectic geometry. They also proved the “Honeycomb Theorem”, that the edge weights of hives and honeycombs satisfy Horn’s inequalities. This was proved by means of some ingenious combinatorial ideas and methods in convex geometry.

However, an explicit map from Hermitian triples $(M, N, L)$ to a hive was not established, though by studying special cases it seemed likely that under any such map, Hermitian triples composed of simultaneous direct sums of blocks should correspond to the overlay of their associated honeycombs. Indeed, in a later paper Knutson, Tao, and Woodward [5] wrote: “...The analogy between the Hermitian direct sum operation and the honeycomb overlay operation is even tighter than this: at the critical values of “take eigenvalues” that are not at extrema, one also finds transverse overlays, and the index of the Hessian can be computed from the number of intersections that are clockwise. However, until a tighter connection is found someday in the form of, say, a measure-preserving map from zero-sum Hermitian triples to the polytope of honeycombs, the Hermitian and honeycomb theorems will have to be proven independently.”

Subsequent work by Speyer [8] studied the relationship between Hermitian triples and hives, and showed that, in a sense, the tropicalization of the Vinnikov curve $\det(xM + yN + zL) = 0$ produced a hive which satisfied the overlay property. The proof utilized not only tropical geometry (and the methods of Viro’s patchworking techniques) but studied the problem over power series rings so that methods from logic could help determine the the behavior of curves under the tropicalization process.

Here, we present an explicit construction of hives from Hermitian matrices whose proofs require little more than linear algebra. Because hives and honeycombs already have connections to problems in representation theory, we have the means to study these problems in new ways. In particular, we shall show how the dynamics of Hermitian matrices under rotations of eigenvectors illuminates some basic constructions in the theory of crystal graphs and path operators associated to the representation theory of $S L_n(\mathbb{C})$.

### 2 From Hermitian Matrix Pairs to Hives and Honeycombs

**Definition 2.1** Let $W$ be an $n$-dimensional complex vector space, and let $p, q$ be two non-negative integers, $p \leq q \leq n$. The we shall denote by

$$\mathcal{F}_{pq}(W)$$

the set of all pairs of subspaces $(U, V)$ of $W$ such that $U \subseteq V$, $\dim(U) = p$, and $\dim(V) = q$.

It is, of course, only necessary to consider the *pair* of Hermitian matrices $(M, N)$, from which we may always determine the third matrix $L$ of the triple. Given a Hermitian operator $M$ on a vector space $V$ with a subspace $U \subseteq V$, let $pr_U : V \to U$ denote the orthogonal projection, and then denote by $M_U$ the Hermitian operator on $U$ given by $M_U = pr_U \circ M \circ pr_U$. With this, we have the following:

**Theorem 2.2** For any pair of $r \times r$ Hermitian matrices $M$ and $N$, let us set

$$H_{ijk} = \max_{(U, V) \in \mathcal{F}_{p+i,q+j}} \left[ tr(M|_V) + tr(N|_U) \right],$$

where $i = r - j - k$. Then the numbers $\mathcal{H}(M, N) = \{H_{ijk}\}$ form a hive (in the sense of Knutson and Tao [24]).

Furthermore, let $\sigma(M)$ denote the spectrum of a Hermitian matrix $M$. If $\sigma(M) = \mu$, $\sigma(N) = \nu$, and $\sigma(M + N) = \lambda$, then the hive $\mathcal{H}(M, N) = \{H_{ijk}\}$ is of type $(\mu, \nu, \lambda)$.

**Definition 2.3** A hive of size $r$ is a triangular array of numbers $(H_{ijk})_{i+j+k=r}$ that satisfy the rhombus inequalities:
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1. (right) $H_{ijk} + H_{(i+1)(j-2)(k+1)} \leq H_{(i+1)(j-1)k} + H_{(i,j,k+1)}$

2. (left) $H_{ijk} + H_{(i+1)(j+1)(k-2)} \leq H_{(i+1)j(k-1)} + H_{(i,j-1)(k-1)}$

3. (top) $H_{ijk} + H_{(i-2)(j+1)(k+1)} \leq H_{(i-1)(j+1)k} + H_{(i-1,j,k+1)}$

A hive of size 5 is depicted below.

Note that we will typically normalize hives so that $H_{000} = 0$.

The rhombus inequalities are so named because the terms in each inequality form a rhombus in the hive, made by adjacent entries in the array such that that the upper acute angle points to the right, vertically, and to the left, respectively. In each case the inequality asserts that the sum of the entries of the obtuse vertices of the rhombus is greater than or equal to the sum of the acute vertices.

Let $HIVE$ denote the set of nonnegative integer-valued hive. We shall say a hive $H$ is of type $\tau(H) = (\mu, \nu, \lambda)$ (for sequences of nonnegative integers $\mu$, $\nu$, and $\lambda$ of length $r$) when

\[ \begin{align*}
\mu_j &= H_{ijk} - H_{(i+1)(j-1)k} \quad \text{(the downward differences of entries along the left side)} \\
\nu_k &= H_{ijk} - H_{(i-1)(j+1)k} \quad \text{(the rightward differences of entries along the bottom)} \\
\lambda_k &= H_{(i-1)(j+1)k} - H_{ijk} \quad \text{(the downward differences of entries along the right side)}
\end{align*} \]

Let $Hive(\mu, \nu, \lambda) = \{ H \in HIVE : \tau(H) = (\mu, \nu, \lambda) \}$.

As a consequence of the rhombus inequalities, the type of a hive $H$ will be a triple of partitions of weakly decreasing nonnegative integers and, thus, form a triple of partitions, referred to as the edge weights of the hive. Given our choice of determining the edge weights, a necessary condition for the existence of a hive $H = Hive(\mu, \nu, \lambda)$ is:

\[ |\mu| + |\nu| = |\lambda|. \]

This choice of edge weights will necessitate that we study Hermitian triples $(M, N, L)$ of the form $M + N = L$, instead of triples that sum to zero. The choice is in many ways arbitrary, and this one has been adopted to make formulas involving Littlewood-Richardson coefficients $c_{\mu\nu}^{\lambda}$, for which $|\mu| + |\nu| = |\lambda|$ hold as well, more tractable.

Let us now outline some of the elements of the proof of Theorem 2.2. Let us first recall the variational definition of eigenvalues. In particular, if $M$ is an operator on a vector space $W$ of dimension $r$, with eigenvalues $\mu_1 \geq \mu_2 \geq \cdots \geq \mu$, then for every $k$ with $0 < k \leq r$ we have:

\[ \max_{\dim(U) = k} \left[ \text{tr}(M|_U) \right] = \mu_1 + \cdots + \mu_k. \]
So, along the left side of the hive we have

\[ H_{(n-j)0} = \max_{(U,V) \in \mathcal{F}_{kj}} \left[ \text{tr} (M|_V) + \text{tr} (N|_U) \right] \]

\[ = \max_{\dim(V) = j} [\text{tr} (M|_V)] = \mu_1 + \cdots + \mu_j, \]

while along the bottom row of the hive we have

\[ H_{0(j-n)} = \max_{(U,V) \in \mathcal{F}_{sk}} [\text{tr} (M|_V) + \text{tr} (N|_U)] \]

\[ = \max_{\dim(U) = j} [\text{tr} (N|_U)] = \rho_1 + \cdots + \rho_j, \]

and along the right slope

\[ H_{(n-j)n} = \max_{(U,V) \in \mathcal{F}_{kj}} [\text{tr} (M|_V) + \text{tr} (N|_U)] \]

\[ = \max_{\dim(U) = j} [\text{tr} (M + N)|_U] = \lambda_1 + \cdots + \lambda_j. \]

Using the boundary values described above, we see Theorem \(2.2\) yields a hive of the required type, provided it is a hive. Thus, it remains to prove the rhombus inequalities. We will sketch the method of proof. For example, to prove the “right”-slanted inequality:

\[ H_{ijk} + H_{i(1)(j-2)(k+1)} \leq H_{i(1)(j-1)(k+1)} + H_{i(0)(j-1)(k+1)} \]

we first find subspaces that realize the maxima of the left hand side of the inequality. That is, find two subspace pairs \((U^*, V^*)\) and \((U^{**}, V^{**})\) such that

\[ H_{ijk} = \max_{(U,V) \in \mathcal{F}_{(k+j)}} [\text{tr} (M|_V) + \text{tr} (N|_U)] \]

\[ = [\text{tr} (M|_{V^*}) + \text{tr} (N|_{U^*})], \quad \text{where } (U^*, V^*) \in \mathcal{F}_{j,k}, \]

and

\[ H_{i(1)(j-2)(k+1)} = \max_{(U,V) \in \mathcal{F}_{(j-2)(k+j-1)}} [\text{tr} (M|_V) + \text{tr} (N|_U)] \]

\[ = [\text{tr} (M|_{V^{**}}) + \text{tr} (N|_{U^{**}})], \quad \text{where } (U^{**}, V^{**}) \in \mathcal{F}_{(j-2)(k+j-1)}. \]

By dimension counting arguments we construct orthonormal bases of the \(U^*, V^*, U^{**}, V^{**}\) so that by rearranging the basis elements, we build two more subspace pairs \(U', V', U'', V''\) such that the union of the bases for the \(U^*, V^*, U^{**}, V^{**}\) equals the union of the bases of the \(U', V', U'', V''\), but further such that

\[ (U', V') \in \mathcal{F}_{(j-1)(j-k+1)} \quad \text{and} \quad (U'', V'') \in \mathcal{F}_{(j+1)(j+k)}. \]

From this, we then conclude
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\[ H_{ij} + H_{i+1,j-2(k+1)} = \max_{(U,V) \in \mathcal{F}_{i,j,k+1}} [tr(M|_U) + tr(N|_V)] + \max_{(U,V) \in \mathcal{F}_{i+1,j,k+1}} [tr(M|_U) + tr(N|_V)] \]

\[ = \max_{(U,V) \in \mathcal{F}_{i,j-2(1)+1}} [tr(M|_U) + tr(N|_V)] + \max_{(U,V) \in \mathcal{F}_{i,j-2(k+1)}} [tr(M|_U) + tr(N|_V)] \]

\[ \leq \max_{(U,V) \in \mathcal{F}_{i,j-1(k+1)}} [tr(M|_U) + tr(N|_V)] + \max_{(U,V) \in \mathcal{F}_{i,j-1(k+1)}} [tr(M|_U) + tr(N|_V)] \]

\[ = H_{i+1,j-2(k+1)} + H_{i,j-1(k+1)}. \]

The other rhombus inequalities follow similarly. Such techniques are currently being investigated by the authors to provide simpler means to associate hives as invariants of matrix problems in other settings, such as generalizing earlier results (see [3]) associating Littlewood-Richardson fillings to matrix pairs over discrete valuation rings to pid’s and other integral domains. The simplicity of the construction, along with the overlay property (to be discussed below), suggests some approaches to providing a more self-contained proof of the Horn conjectures. We shall also see that relating rotations of eigenvectors to the dynamics of the hive structures suggests a constructive proof of the sufficiency of the inequalities. These ideas will be developed more fully below.

As before, we let \( Hive(\mu, \nu, \lambda) \) denote the set of hives of type \((\mu, \nu, \lambda)\). With this, let us set:

\[ Hive(\mu, \nu) = \bigcup_{\lambda} Hive(\mu, \nu, \lambda). \]

There are numerous bijections from \( Hive(\mu, \nu) \) to other sets of combinatorial interest, also indexed by partitions. Let us begin with honeycombs.

Honeycombs are finite, trivalent graphs whose edges are assigned weights of “zero-tension”. In fact, we may think of a honeycomb as lying on the plane \( S = \{ (x,y,z) \in \mathbb{R}^3 : x + y = z \} \). Every edge of a honeycomb has its \( x \), \( y \), or \( z \) coordinate constant along that edge, and we assign the weight of the edge this constant coordinate. Under Knutson and Tao’s map from hives to honeycombs, the weights along the left side of the honeycomb correspond to \( \mu \), along the bottom to \( \nu \), and along the right side to \( \lambda \), as they do in the hive:

![Fig. 1: Honeycomb Example](image)

In [1] Danilov and Koshevoy proved that the overlay of two honeycombs corresponds to the *convolution* of the associated hives, that is if \( H = \{ H_{ijk} \} \) and \( H' = \{ H'_{ijk} \} \) are two hives, with associated honeycombs \( Hon \) and \( Hon' \), then the overlay of \( Hon \) and \( Hon' \) corresponds to the hive \( H \ast H' \), given by
\[ H \ast H' = \max_{i+j+k=I, j+k'=K} [H_{ijk} + H'_{i'j'k'}]. \]

As mentioned above, it has long been thought the overlay of honeycombs should correspond to the direct sums of matrix blocks. This turns out to be the case. We present the (quite short) proof in full:

**Theorem 2.4** Let \( M_1 \) and \( N_1 \) be two \( s \times s \) Hermitian matrices, and let \( M_2 \) and \( N_2 \) be two \( t \times t \) Hermitian matrices. Then

\[ H((M_1 \oplus M_2), (N_1 \oplus N_2))_{IJK} = \max_{i+j=I, j+k'=K} [H(M_1, N_1)_{ijk} + H(M_2, N_2)_{i'j'k'}]. \]

**Proof:** Define \( B \) as the \( s \)-dimensional space on which \( M_1 \) and \( N_1 \) both act, and similarly let \( C \) be the \( t \)-dimensional orthogonal complement on which \( M_2 \) and \( N_2 \) act. Then we have:

\[
H((M_1 \oplus M_2), (N_1 \oplus N_2))_{IJK} = \max_{(U, V) \in \mathcal{F}_{K_1 + K_2}} [tr((M_1 \oplus M_2)|_V) + tr((N_1 \oplus N_2)|_U)]
\]

\[
= \max_{(U, V) \in \mathcal{F}_{K_1 + K_2}} [tr(M_1|_V \cap B) + tr(M_2|_V \cap C) + tr(N_1|_U \cap B) + tr(N_2|_U \cap C)]
\]

\[
= \max_{j+k'=K} \max_{(U, V) \in \mathcal{F}_{K_1 + K_2}} [tr(M_1|_V) + tr(M_2|_V) + tr(N_1|_U) + tr(N_2|_U)]
\]

\[
= \max_{i+j=I, j+k'=K} [H(M_1, N_1)_{ijk} + H(M_2, N_2)_{i'j'k'}].
\]

\[ \square \]

**Corollary 2.5** The honeycomb corresponding to the direct sum of pairs of Hermitian matrices is the overlay of the honeycombs corresponding to each summand.

## 3 Applications to Crystals and Littelmann Operators

The original work of Knutson and Tao \[4\] describes the bijection between hives and honeycombs. Pak and Vallejo \[7\] constructed several interesting combinatorial bijections, and in particular determined the maps from hives of type \((\mu, \nu, \lambda)\) and Littlewood-Richardson fillings of the skew shape \(\lambda/\mu\) with content \(\nu\), which determine the Littlewood-Richardson coefficient \(c^\lambda_{\mu\nu}\). Littelmann \[6\] considered another combinatorial enumeration of \(c^\lambda_{\mu\nu}\) via a class of semi-standard, \(\mu\)-dominant tableaux of shape \(\nu\). Let \(SSYT(\nu)\) denote the set of all semi-standard tableaux of shape \(\nu\). Then we have:

**Definition 3.1**

1. Given a semi-standard Young tableau \( T \in SSYT(\mu) \), we will define the weight of \( T \), denoted \( wt(T) \), as the sequence of non-negative integers \((a_1, a_2, \ldots)\) where \(a_i\) is the number of i’s that appear in \( T \). More generally, given any finite set of tableaux \( S = \{T_1, T_2, \ldots\} \) where we allow the elements of \( S \) to have different shapes, we shall let \( wt(S) = (a_1, a_2, \ldots) \) denote the joint weight of \( S \) where \(a_i\) equals the total number of \( i \)'s appearing in all the elements of \( S \).

2. Given a tableau \( T \in SSYT(\nu) \), we will let \( T^{(i)} \) denote the semi-standard tableau obtained from \( T \) by removing its first \( i \) columns. We set \( T^{(0)} = T \).
3. We say a tableau $T \in SSYT(\nu)$ is $\mu$-dominant if the composition $\text{wt}(\max_{\mu}, T^{(i)})$, for all $i \geq 0$ and less than the number of columns of $T$, is also a partition.

4. Let $LRTab(\mu, \nu)$ denote the set of all $\mu$-dominant semi-standard tableaux of shape $\nu$.

**Theorem 3.2** ([6]) Let $c_{\mu\nu}^\lambda$ denote the classical Littlewood-Richardson coefficient. Then

$$c_{\mu\nu}^\lambda = \#\{T \in LRTab(\mu, \nu) : \text{wt}(\max_{\mu}, T) = \lambda\}.$$  

Littelmann [6] analyzed the combinatorics of Littlewood-Richardson coefficients and crystals associated to the representation theory of $SL_n(C)$ by the action of operators (there called path operators). We will not need the entire strength of that theory, and will content ourselves with the action of Littelmann operators on elements of $SSYT(\nu)$. In what follows, we shall use the symbol $\diamond$ to represent a null or empty tableau.

**Definition 3.3** Let $\nu$ be a partition with $r$ rows. For each $i$, $1 \leq i \leq r - 1$, let us define a map $f_i : SSYT(\nu) \to SSYT(\nu) \cup \{\diamond\}$ by

$$f_i(T) = T',$$

where $T'$ is the tableau obtained by finding in $T$ the top-most, right-most $i$ in $T$ that is not over an $i + 1$, and changing this $i$ to an $i + 1$. If no such $i$ exists, then $T' = \diamond$.

**Definition 3.4** Given a partition $\nu$, let $\max_{\nu}$ denote the element $\max_{\nu} \in SSYT(\nu)$ whose first row is $\nu_1$-many 1’s, whose second row is $\nu_2$-many 2’s, etc.

**Theorem 3.5** ([6]) The set $SSYT(\nu) \cup \{\diamond\}$ is spanned by the image of $\max_{\nu}$ under all finite applications of the Littelmann operators $f_i$, $1 \leq i \leq r - 1$.

The set of images of $\max_{\nu}$ under the $f_i$ can be regarded as a model for a type of crystal, and the exploration of these ideas has resulted in an enormous deepening of our understanding of representations of algebraic and Lie groups, along with their quantized generalizations. Our needs, however, will be more prosaic, and will be adapted to the application of Littelmann operators to the study of Littlewood-Richardson coefficients.

Let us fix $\mu = [12, 6, 0]$ and $\nu = [5, 3, 0]$. Then, for example, the action of the $f_1$ on $\max_{\nu}$ produces

\[
\begin{array}{c}
\begin{array}{cccc}
1 & 1 & 1 & 1 \\
2 & 2 & 2 & 2 \\
\end{array} \\
\end{array} \xrightarrow{f_1} \begin{array}{c}
\begin{array}{cccc}
1 & 1 & 1 & 2 \\
2 & 2 & 2 & 2 \\
\end{array} \\
\end{array} \xrightarrow{f_1} \begin{array}{c}
\begin{array}{cccc}
1 & 1 & 1 & 2 \\
2 & 2 & 2 & 2 \\
\end{array} \\
\end{array}
\]

**Fig. 2:** $f_1$ Tableaux Deformation of $\max_{\nu}$

while the action of $f_2$ on $\max_{\nu}$ produces

\[
\begin{array}{c}
\begin{array}{cccc}
1 & 1 & 1 & 1 \\
2 & 2 & 2 & 3 \\
\end{array} \xrightarrow{f_2} \begin{array}{c}
\begin{array}{cccc}
1 & 1 & 1 & 1 \\
2 & 2 & 3 & 3 \\
\end{array} \\
\end{array} \xrightarrow{f_2} \begin{array}{c}
\begin{array}{cccc}
1 & 1 & 1 & 1 \\
2 & 3 & 3 & 3 \\
\end{array} \\
\end{array} \xrightarrow{f_2} \begin{array}{c}
\begin{array}{cccc}
1 & 1 & 1 & 1 \\
3 & 3 & 3 & 3 \\
\end{array} \\
\end{array}
\]

**Fig. 3:** $f_2$ Tableaux Deformation of $\max_{\nu}$

If we replace these images in $Honey(\mu, \nu)$ we find
so its images under the map \( f_1 \) become:

![Fig. 4: \( f_1 \) Honeycomb Deformation of \( \text{Hon}(\max_\nu) \)](image)

Not the lower “rank-one” honeycomb that is fixed under the deformation. The images of \( \text{Hon}(\max_\nu) \) under the map \( f_2 \) become:

![Fig. 5: \( f_2 \) Honeycomb Deformation of \( \text{Hon}(\max_\nu) \)](image)

Here, the upper rank-one honeycomb is preserved.

We will, therefore, represent the images of \( LRTab(\mu, \nu), \text{Honey}(\mu, \nu) \) in the “dominant chamber” of the plane \( D = \{ (\lambda_1, \lambda_2, \lambda_3) \in \mathbb{R}^3 : \lambda_1 \geq \lambda_2 \geq \lambda_3 \} \), sending each object to the partition \( \lambda \) the object determines. We will denote the (common) image of these sets \( \Lambda(\mu, \nu) \). We will not plot the image of the entire crystal of \( \mu = [12, 6, 0] \) and \( \nu = [5, 3, 0] \) in \( \Lambda(\mu, \nu) \), but will show its boundary, with a few interior points. As a set in \( \mathcal{D} \), the boundary of the crystal would be constructed as:
Plotting the honeycombs under the deformations induced from the Littelmann operators we obtain:

In the interior of the diagram, which we do not depict here, multiplicities in Littlewood-Richardson coefficients are represented by finding *multiple* paths that result in different honeycombs (corresponding to distinct Littlewood-Richardson fillings) for which the same \( \lambda \) denotes the right-hand edge weight of the honeycomb. The portions of the graph printed in black denote the overlaid honeycomb that is fixed along the path each edges deformation. The right edge of the honeycomb has weights given by \( \lambda \), for a partition such that \(|\lambda| = |\mu| + |\nu|\). Moving along the path of the \( f_1 \) operator, we see \( \lambda_1 \) *decrease* by one, \( \lambda_2 \) *increase* by one, and \( \lambda_3 \) remain fixed. Along the \( f_2 \)-deformation path (moving upward to the left), we see \( \lambda_1 \) remain fixed (as part of a fixed rank-one honeycomb), while \( \lambda_2 \) decreases and \( \lambda_3 \) increases. However, the deformation paths
that slant upward and to the right are not the result of a deformation of a single Littelmann operator. The lower right upward sloping path is the result of repeated applications of the composition $f_1 \circ f_2$, that is, first moving up and left, and then horizontally to the right. The left-hand upward path is obtained by application of $f_2 \circ f_1$, first moving horizontally along the right, then upward to the left. However, in both cases, we see that the associated honeycomb deformation is the result first fixing an inner rank-one honeycomb, whose $\lambda$-value is just $\lambda_2$, with a deformation of the other two, in which $\lambda_1$ decreases and $\lambda_3$ increases.

We find that, in all cases, moving in the $f_1$-direction produces a deformation that “pinches” $\lambda_1$ and $\lambda_2$ closer together, while the $f_2$ operator produces a deformation path that pinches $\lambda_2$ and $\lambda_3$. Moving along any composition $f_1 \circ f_2$ or $f_2 \circ f_1$ pinches $\lambda_1$ and $\lambda_3$.

This can be interpreted, perhaps more simply, by generating this graph (crystal) by the honeycomb image of Hermitian matrices under rotations of their eigenvectors. For our example of $\mu = [12, 6, 0]$ and $\nu = [5, 3, 0]$ we set

$$M = \begin{bmatrix} 12 & 0 & 0 \\ 0 & 6 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad \text{and} \quad N = \begin{bmatrix} 5 & 0 & 0 \\ 0 & 3 & 0 \\ 0 & 0 & 0 \end{bmatrix}.$$

We then define the rotation matrices

$$U_1(\theta) = \begin{bmatrix} \cos \theta & \sin \theta & 0 \\ -\sin \theta & \cos \theta & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad U_2(\theta) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \cos \theta & \sin \theta \\ 0 & -\sin \theta & \cos \theta \end{bmatrix}, \quad \text{and} \quad U_3(\theta) = \begin{bmatrix} \cos \theta & 0 & \sin \theta \\ 0 & 1 & 0 \\ -\sin \theta & 0 & \cos \theta \end{bmatrix}.$$

Let $\text{Hon}(M, N)$ denote the honeycomb associated to any Hermitian matrix pair (via its associated hive). We obtain deformations of honeycombs that correspond to the conjugation of $N$ by $U_i(\theta)$. So, for example, along the $U_1$-deformation path given by $\text{Hon}(M, N) \mapsto \text{Hon}(M, U_1(\theta) \cdot N \cdot U_1(\theta)^{-1})$ we obtain

![Fig. 8: Honeycomb Deformations under $U_1(\theta)$ Eigenvector Rotation](image)

while along the $U_2$ deformation path we see

![Fig. 9: Honeycomb Deformations under $U_2(\theta)$ Eigenvector Rotation](image)
Further, both of the deformation paths moving upwards to the right are the result of the rotation deformation under $U_3(\theta)$ defined above, each applied to a different starting matrix. We see that the endpoints of the crystal $\Lambda(\mu, \nu)$ all correspond to the spectra of the sum of diagonal matrices or, equivalently by the overlay property, to honeycombs that are overlays of rank-one honeycombs. Indeed, the endpoint of $\text{Hon}(\text{max}_\nu)$ under the $U_3(\theta)$ deformation corresponds to the matrix whose diagonal writes the partition $\nu$ in the order reverse to that of $\mu$, which we will call $\text{min}_\nu$. The diagonal path from $\text{Hon}(\text{max}_\nu)$ to $\text{Hon}(\text{min}_\nu)$ is therefore the result of a “single” deformation fixing a rank-one honeycomb containing $\lambda_2$.

The hexagon shape of $\Lambda(\mu, \nu)$ is the result, however, of the fact that all tableau in $SSYT(\nu)$ are $\mu$-dominant, that is, $SSYT(\nu) = LRTab(\mu, \nu)$. In this case, we actually obtain the crystal associated to the partition $\nu$ in the representation theory of $SL_3$ (see [6]). In other words, we obtain a copy of this crystal by plotting the deformation paths of honeycombs for any $\mu$ for which $SSYT(\nu) = LRTab(\mu, \nu)$, and embedding interpreting these objects via rotations of eigenvectors yields a new avenue to their study. However, in the case that $SSYT(\nu) \neq LRTab(\mu, \nu)$, we may obtain a wide variety of shapes for $\Lambda(\mu, \nu)$. Let us consider, for example, the example $\mu = [10, 3, 2]$ and $\nu = [5, 3, 2]$. In this case the convex set $\Lambda(\mu, \nu)$ has a very different form:

![Fig. 10: The Honeycomb Boundary in $\Lambda(\mu, \nu)$](image1)

Note, in particular, the path taking $\text{Hon}(\text{max}_\nu)$ does not lie on a straight line. If we proceed from $\text{Hon}(\text{max}_\nu)$ in the “northeast” direction, we reach a honeycomb on the boundary of $\Lambda(\mu, \nu)$ on the opposite side, but must then move one unit along in the “$f_1$” direction to reach $\text{Hon}(\text{min}_\nu)$. What has happened? In fact, if we look at the honeycomb deformations along this “bent” path from $\text{Hon}(\text{max}_\nu)$ to $\text{Hon}(\text{min}_\nu)$ we find:

![Fig. 11: The “Bent” Deformation Path from $\text{Hon}(\text{max}_\nu)$ to $\text{Hon}(\text{min}_\nu)$](image2)
This path becomes bent because now that some tableau in \(SSYT(v)\) are not in \(LRTab(\mu, \nu)\), as we move far enough along in the deformation path we cross the “chamber wall”, in this case the boundary \(\lambda_2 = \lambda_3\). Initially we move from \(Hon(\max_z)\) along the deformation path and see the \(\lambda_1\) part decreasing and the \(\lambda_3\) part increasing, keeping the rank-one honeycomb containing the \(\lambda_2\) part fixed. At the moment that \(\lambda_2 = \lambda_3\), the parts pass through each other, and now the fixed rank-one honeycomb contains the \(\lambda_3\) part, while it had been the \(\lambda_2\) just a moment before in the deformation. The part which had been \(\lambda_3\) now becomes a \(\lambda_2\) part, so the deformation “turns right” and proceeds as a deformation in the \(f_1\) direction.

We see here that the honeycomb deformation structure can reveal features not evident from other approaches to characterizing the crystal structure, and using the image of the deformation paths given by rotations of associated Hermitian matrix pairs makes shows that a lot of the machinery for studying crystals (or their counterparts in MV polytopes, LS galleries, etc.) is often necessitated by forcing a given combinatorial structure to live in the dominant chamber, while the underlying path dynamics (following a single rotation) may be easier to analyze without this constraint.

These examples also demonstrate some avenues for further study. Not only do the honeycomb images of Hermitian matrices in \(Honey(\mu, \nu)\) give us a continuous interpolation between integer-valued honeycombs determined by their discrete counterparts, but the structure also suggests a natural method to invert the process, and from a given honeycomb (Littlewood-Richardson filling, hive, etc.), one may traverse a deformation path in \(Honey(\mu, \nu)\) and pull back the deformation as a series of rotations applied to the diagonal matrix \(N\) associated to \(\max_y\) to produce an actual Hermitian pair that gives rise to a given honeycomb. In particular, this approach will solve the problem of proving the sufficiency of the Horn inequalities, and provide a constructive solution to the problem of realizing a Hermitian pair with prescribed spectra for their sum.
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