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#### Abstract

In this paper we consider the problem of computing on a local memory machine the product $\mathbf{y}=A \mathbf{x}$, where $A$ is a random $n \times n$ sparse matrix with $\Theta(n)$ nonzero elements. To study the average case communication cost of this problem, we introduce four different probability measures on the set of sparse matrices. We prove that on most local memory machines with $p$ processors, this computation requires $\Omega((n / p) \log p)$ time on the average. We prove that the same lower bound also holds, in the worst case, for matrices with only $2 n$ or $3 n$ nonzero elements.


Keywords: Sparse matrices, pseudo expanders, hypercubic networks, bisection width lower bounds

## 1 Introduction

In this paper we consider the problem of computing $\mathbf{y}=A \mathbf{x}$, where $A$ is a random $n \times n$ sparse matrix with $\Theta(n)$ nonzero elements. We prove that, on most local memory machines with $p$ processors, this computation requires $\Omega((n / p) \log p)$ time in the average case. We also prove that this computation requires $\Omega((n / p) \log p)$ time in the worst case for matrices with only $3 n$ nonzero elements and, under additional hypotheses, also for matrices with $2 n$ nonzero elements. We prove these results by considering only the communication cost, i.e. the time required for routing the components of $\mathbf{x}$ to their final destinations.

The average communication cost of computing $\mathbf{y}=A \mathbf{x}$ has also been studied in [10] starting from different assumptions. In [10] we restricted our analysis to the algorithms in which the components of $\mathbf{x}$ and $\mathbf{y}$ are partitioned among the processors according to a fixed scheme not depending on the matrix $A$. However, it is natural to try to reduce the cost of sparse matrix vector multiplication by finding a 'good' partition of the components of $\mathbf{x}$ and $\mathbf{y}$. Such a partition can be based on the nonzero structure of the matrix $A$ which is assumed to be known in advance. This approach is justified if one has to compute many products involving the same matrix, or involving matrices with the same nonzero structure. The development of efficient partition schemes is a very active area of research; for some recent results see [3, $4,5,14,15]$.

In this paper we prove lower bounds which also hold for algorithms which partition the components of $\mathbf{x}$ and $\mathbf{y}$ on the basis of the nonzero structure of $A$. First, we introduce four probability measures on the class of $n \times n$ sparse matrices with $\Theta(n)$ nonzero elements. Then, we show that with high probability the cost of computing $\mathbf{y}=A \mathbf{x}$ on a $p$-processor hypercube is $\Omega((n / p) \log p)$ for every distribution of the
components of $\mathbf{x}$ and $\mathbf{y}$ among the processors. Since the hypercube can simulate with constant slowdown any $\Theta(p)$-processor butterfly, CCC, mesh of trees and shuffle exchange network, the same bounds hold for these communication networks as well (see [7] for descriptions and properties of the hypercube, and of the other networks mentioned above).

Our results are based on the expansion properties of a bipartite graph associated with the matrix $A$. Expansion properties, as well as the related concept of separators, have played a major role in the study of the fill-in generated by Gaussian and Cholesky factorization of a random sparse matrix (see $[1,8,11,12]$ ), but to our knowledge, this is the first time they have been used for the analysis of parallel matrix vector multiplication algorithms.

We establish lower bounds for the hypercube assuming the following model of computation. Processors have only local memory and communicate with one another by sending packets of information through the hypercube links. At each step, each processor is allowed to perform a bounded amount of local computation, or to send one packet of bounded length to an adjacent processor (we are therefore considering the so-called weak hypercube).

This paper is organized as follows. In section 2 we introduce four different probability measures on the set of sparse matrices, and the notion of the pseudo-expander graph. We also prove that the dependency graph associated with a random matrix is a pseudo-expander with high probability. In section 3 we study the average cost of sparse matrix vector multiplication, and in section 4 we prove lower bounds for matrices with $3 n$ and $2 n$ nonzero elements. Section 5 contains some concluding remarks.

## 2 Preliminaries

Let $X=\left\{x_{1}, \ldots, x_{n}\right\}$, and $Y=\left\{y_{1}, \ldots, y_{n}\right\}$. Given an $n \times n$ matrix $A$, we associate with $A$ a directed bipartite graph $G(A)$, called the dependency graph. The vertex set of $G(A)$ is $X \cup Y$, and $\left(x_{i}, y_{j}\right)$ is an edge of $G(A)$ if and only if $a_{j i} \neq 0$. In other words, the vertices of $G(A)$ represent the components of $\mathbf{x}$ and $\mathbf{y}$, and the edge $\left(x_{i}, y_{j}\right) \in G(A)$ if and only if the value $y_{j}$ depends upon $x_{i}$.
Definition 2.1 Let $0<\alpha<1, \beta>1$ and $\alpha \beta<1$. We say that the graph $G(A)$ is an $(\alpha, \beta, n)$-pseudoexpander if for each set $U \subseteq X$ the following property holds:

$$
\frac{n \alpha}{2} \leq|U| \leq n \alpha \Longrightarrow|\operatorname{Adj}(U)|>\beta|U|
$$

Note that we must have $\alpha \beta<1$, since each set of $\alpha n$ vertices can be connected to at most $n$ vertices. The notion of a pseudo-expander graph is similar to the well known notion of an expander graph [2]. We recall that a graph is an $(\alpha, \beta, n)$-expander if $|U| \leq n \alpha \operatorname{implies}|\operatorname{Adj}(U)|>\beta|U|$ (hence, all expanders are pseudo-expanders).

The average case complexity of sparse matrix vector multiplication will be obtained combining two basic results: in this section, we prove that a random sparse matrix is a pseudo-expander with probability very close to one, in the next section we prove that computing $\mathbf{y}=A \mathbf{x}$ on a $p$-processor hypercube requires $\Omega((n / p) \log p)$ time if $G(A)$ is a pseudo-expander.
To study the average cost of a sparse matrix vector multiplication, we introduce four probability measures on the set of $n \times n$ sparse matrices. Each measure represents a different type of sparse matrix with $\Theta(n)$ nonzero elements. Although the nonzero elements can be arbitrary real numbers, we assume the behaviour of the multiplication algorithms does not depend upon their numerical values. Hence, all measures are defined on the set of $0-1$ matrices, where 1 represents a generic nonzero element.

1. Let $0 \leq d_{1} \leq n$ such that $d_{1} n$ is an integer. We denote by $\mathcal{M}_{1}$ the probability measure such that $\operatorname{Pr}\{A\} \neq 0$ only if the matrix $A$ has exactly $d_{1} n$ nonzero elements; moreover, all $\binom{n^{2}}{d_{1} n}$ matrices with $d_{1} n$ nonzero elements are equally likely.
2. Let $0 \leq d_{2} \leq n, p=d_{2} / n$. We denote by $\mathcal{M}_{2}$ the probability measure such that for each entry $a_{i j}$ $\operatorname{Pr}\left\{a_{i j} \neq 0\right\}=p$. Hence, we have $\operatorname{Pr}\{A\}=p^{k}(1-p)^{n^{2}-k}$, where $k$ is the number of nonzero elements of $A$.
3. Let $d_{3}$ be an integer $0 \leq d_{3} \leq n$. We denote by $\mathcal{M}_{3}$ the probability measure such that $\operatorname{Pr}\{A\} \neq 0$ only if each row of $A$ contains exactly $d_{3}$ nonzero elements; moreover, all $\binom{n}{d_{3}}^{n}$ matrices with $d_{3}$ nonzero elements per row are equally likely.
4. Let $d_{4}$ be an integer $0 \leq d_{4} \leq n$. We denote by $\mathcal{M}_{4}$ the probability measure such that $\operatorname{Pr}\{A\} \neq 0$ only if each column of $A$ contains exactly $d_{4}$ nonzero elements; moreover, all $\binom{n}{d_{4}}^{n}$ matrices with $d_{4}$ nonzero elements per column are equally likely.
The above measures are clearly related since they all represent unstructured sparse matrices. We have chosen these measures since they are quite natural, but of course, they do not cover the whole spectrum of 'interesting' sparse matrices. In the following, the expression 'random matrix' will denote a matrix chosen according to one of these probability measures.

Given a random matrix $A$ we want to estimate the probability that the graph $G(A)$ is a pseudo-expander. In this section we prove that for the measures $\mathcal{M}_{1}-\mathcal{M}_{4}$ previously defined such probability is very close to one (Theorem 2.6). In the following, we make use of some well known inequalities. For $0 \leq k \leq n$,

$$
\begin{equation*}
\binom{n}{k} \leq\left(\frac{e n}{k}\right)^{k} \tag{1}
\end{equation*}
$$

and, for any real number $x \geq 1$,

$$
\begin{equation*}
\left(1-\frac{1}{x}\right)^{x}<e^{-1} \tag{2}
\end{equation*}
$$

In addition, a straightforward computation shows that for any triplet of positive integers $m, n, p$ such that $m+p \leq n$ we have

$$
\begin{equation*}
\binom{n-p}{m} \cdot\binom{n}{m}^{-1} \leq\left(1-\frac{m}{n}\right)^{p} \tag{3}
\end{equation*}
$$

Lemma 2.2 Let $A$ be a random matrix chosen according to the probability measure $\mathcal{M}_{i}, i=1, \ldots, 4$. If $U \subseteq X, V \subseteq Y$ we have

$$
\begin{equation*}
\operatorname{Pr}\{\operatorname{Adj}(U) \cap V=\phi\} \leq\left(1-\frac{d_{i}}{n}\right)^{|U||V|} \tag{4}
\end{equation*}
$$

Proof. We consider only $i=1,3$, since the cases $i=2,4$ are similar. Let $Q=\left\{a_{j i} \mid x_{i} \in U, y_{j} \in V\right\}$. We have $|Q|=|U||V|$ and $\operatorname{Adj}(U) \cap V=\phi$ if and only if $a_{j i}=0$ for all $a_{j i} \in Q$. For the probability measure $\mathcal{M}_{1}$, using (3) we get

$$
\operatorname{Pr}\{\operatorname{Adj}(U) \cap V=\phi\}=\binom{n^{2}-|Q|}{d_{1} n}\binom{n^{2}}{d_{1} n}^{-1} \leq\left(1-\frac{d_{1}}{n}\right)^{|U||V|}
$$

For the probability measure $\mathcal{M}_{3}$ we have $\operatorname{Adj}(U) \cap V=\phi$ only if the $|V|$ rows corresponding to $V$ do not contain nonzero elements in the $|U|$ columns corresponding to $U$. By (3) we get

$$
\operatorname{Pr}\{\operatorname{Adj}(U) \cap V=\phi\}=\left[\binom{n-|U|}{d_{3}}\binom{n}{d_{3}}^{-1}\right]^{|V|} \leq\left(1-\frac{d_{3}}{n}\right)^{|U||V|}
$$

Lemma 2.3 Let $U \subseteq X,|U|=k$, and assume (4) holds. If

$$
\begin{equation*}
0<\lambda<1, \quad \frac{\alpha n}{2} \leq k \leq \alpha n, \quad d_{i} \geq \frac{2}{\alpha \lambda}[1-\log (1-\alpha \beta)] \tag{5}
\end{equation*}
$$

then

$$
\operatorname{Pr}\{|\operatorname{Adj}(U)| \leq \beta k\}<\left(1-\frac{d_{i}}{n}\right)^{k(n-\beta k)(1-\lambda)}
$$

Proof. First note that

$$
\operatorname{Pr}\{|\operatorname{Adj}(U)| \leq \beta k\}=\operatorname{Pr}\{|\operatorname{Adj}(U)| \leq\lfloor\beta k\rfloor\}
$$

We have that $|\operatorname{Adj}(U)| \leq\lfloor\beta k\rfloor$ only if there exists a set $\tilde{V} \subseteq Y$, with $|\tilde{V}|=n-\lfloor\beta k\rfloor$, such that $\operatorname{Adj}(U) \cap \tilde{V}=\phi$. Since there are $\binom{n}{n-\lfloor\beta k\rfloor}$ sets $V$ of size $n-\lfloor\beta k\rfloor$, if (4) holds, we have

$$
\operatorname{Pr}\{|\operatorname{Adj}(U)| \leq \beta k\} \leq\binom{ n}{n-\lfloor\beta k\rfloor}\left(1-\frac{d_{i}}{n}\right)^{k(n-\lfloor\beta k\rfloor)}
$$

By (1) we have

$$
\begin{aligned}
\operatorname{Pr}\{|\operatorname{Adj}(U)| \leq \beta k\} & \leq\left(\frac{e n}{n-\lfloor\beta k\rfloor}\right)^{n-\lfloor\beta k\rfloor}\left(1-\frac{d_{i}}{n}\right)^{k(n-\lfloor\beta k\rfloor) \lambda}\left(1-\frac{d_{i}}{n}\right)^{k(n-\lfloor\beta k\rfloor)(1-\lambda)} \\
& \leq\left(\frac{e n}{n-\beta k}\right)^{n-\lfloor\beta k\rfloor}\left(1-\frac{d_{i}}{n}\right)^{k(n-\lfloor\beta k\rfloor) \lambda}\left(1-\frac{d_{i}}{n}\right)^{k(n-\beta k)(1-\lambda)}
\end{aligned}
$$

Hence, we need to show that

$$
\frac{e n}{n-\beta k}\left(1-\frac{d_{i}}{n}\right)^{k \lambda}<1
$$

Since $n \alpha / 2 \leq k \leq n \alpha$, using (2) we get

$$
\frac{e n}{n-\beta k}\left(1-\frac{d_{i}}{n}\right)^{k \lambda} \leq \frac{e n}{n-n \alpha \beta}\left(1-\frac{d_{i}}{n}\right)^{\frac{\alpha n \lambda}{2}}<\frac{e^{1-\frac{d_{i} \lambda \alpha}{2}}}{1-\alpha \beta}
$$

This completes the proof since the hypothesis (5) on $d_{i}$ implies that

$$
e^{1-\frac{d_{i} \lambda \alpha}{2}} \leq 1-\alpha \beta
$$

Lemma 2.4 Suppose that the hypotheses of Lemma 2.3 hold. If

$$
\begin{equation*}
d_{i} \geq\left(1+\log \frac{4}{\alpha}\right) \frac{1}{(1-\lambda)(1-\alpha \beta)} \tag{6}
\end{equation*}
$$

then the probability that there exists a set $U \subseteq X$ with $|U|=k$ such that $|\operatorname{Adj}(U)| \leq \beta k$ is less than $2^{-k}$.
Proof. The probability that a set of size $k$ is connected to less than $\beta k$ vertices is given in Lemma 2.3. Since there exist $\binom{n}{k}$ of such sets, we have

$$
\begin{aligned}
\operatorname{Pr}\{\exists U \text { such that }|\operatorname{Adj}(U)| \leq \beta k\} & <\binom{n}{k}\left(1-\frac{d_{i}}{n}\right)^{k(n-\beta k)(1-\lambda)} \\
& <\left(\frac{e n}{k}\right)^{k}\left(1-\frac{d_{i}}{n}\right)^{k(n-\beta k)(1-\lambda)}
\end{aligned}
$$

Therefore, we need to prove that

$$
\begin{equation*}
\frac{e n}{k}\left(1-\frac{d_{i}}{n}\right)^{(n-\beta k)(1-\lambda)} \leq \frac{1}{2} \tag{7}
\end{equation*}
$$

Since $\frac{n \alpha}{2} \leq k \leq n \alpha$, we have

$$
\begin{align*}
\frac{e n}{k}\left(1-\frac{d_{i}}{n}\right)^{(n-\beta k)(1-\lambda)} & \leq \frac{2 e}{\alpha}\left(1-\frac{d_{i}}{n}\right)^{n(1-\alpha \beta)(1-\lambda)} \\
& \leq \frac{2}{\alpha} e^{1-d_{i}(1-\alpha \beta)(1-\lambda)} \tag{8}
\end{align*}
$$

From (6) we have

$$
\log \frac{4}{\alpha}+1-d_{i}(1-\alpha \beta)(1-\lambda) \leq 0
$$

hence

$$
\frac{4}{\alpha} e^{1-d_{i}(1-\alpha \beta)(1-\lambda)} \leq 1
$$

The Lemma follows by comparing this last inequality with (7) and (8).
Note that Lemma 2.4 holds only if both (5) and (6) hold. That is, $d_{i}$ must satisfy

$$
\begin{equation*}
d_{i} \geq \max \left\{\frac{2}{\alpha \lambda}[1-\log (1-\alpha \beta)],\left(1+\log \frac{4}{\alpha}\right) \frac{1}{(1-\lambda)(1-\alpha \beta)}\right\} \tag{9}
\end{equation*}
$$

for some $0<\lambda<1$. It is easy to verify that by taking

$$
\bar{\lambda}=\frac{\gamma}{\gamma+\alpha\left(1+\log \frac{4}{\alpha}\right)}, \quad \text { with } \gamma=2(1-\alpha \beta)[1-\log (1-\alpha \beta)]
$$

the two arguments of the max function in (9) are equal. By substituting $\lambda$ with $\bar{\lambda}$, we obtain that (9) is equivalent to

$$
d_{i} \geq \frac{1+\log \frac{4}{\alpha}}{1-\alpha \beta}+\frac{2}{\alpha}[1-\log (1-\alpha \beta)]
$$

Lemma 2.5 Let $A$ be an $n \times n$ random matrix for which (4) holds. If

$$
\begin{equation*}
d_{i} \geq \frac{1+\log \frac{4}{\alpha}}{1-\alpha \beta}+\frac{2}{\alpha}[1-\log (1-\alpha \beta)] \tag{10}
\end{equation*}
$$

the graph $G(A)$ is an $(\alpha, \beta, n)$-pseudo-expander with probability greater than $1-2^{1-\frac{\alpha n}{2}}$
Proof. The graph $G(A)$ is not an $(\alpha, \beta, n)$-pseudo-expander only if there exists a set $U \subseteq X$ with $n \alpha / 2 \leq$ $|U| \leq n \alpha$ such that $|\operatorname{Adj}(U)| \leq \beta|U|$. By Lemma 2.4, we know that

$$
\operatorname{Pr}\{G(A) \text { is not a pseudo-expander }\} \leq \sum_{k=\lceil n \alpha / 2\rceil}^{\lfloor n \alpha\rfloor} 2^{-k}
$$

Therefore,

$$
\operatorname{Pr}\{G(A) \text { is a pseudo-expander }\}>1-2^{-\left\lceil\frac{n \alpha}{2}\right\rceil}\left(\sum_{i=0}^{\infty} 2^{-i}\right) \geq 1-2^{1-\frac{n \alpha}{2}}
$$

Theorem 2.6 Let $A$ be a random matrix chosen according to the probability measure $\mathcal{M}_{i} i=1, \ldots, 4$. If

$$
\begin{equation*}
d_{i} \geq \frac{1+\log \frac{4}{\alpha}}{1-\alpha \beta}+\frac{2}{\alpha}[1-\log (1-\alpha \beta)] \tag{11}
\end{equation*}
$$

the graph $G(A)$ is an $(\alpha, \beta, n)$-pseudo-expander with probability greater than $1-2^{1-\frac{\alpha n}{2}}$
Proof. The proof follows by Lemmas 2.2 and 2.5.
As an example, for $\alpha=\frac{1}{2}, \beta=\frac{16}{15}$ inequality (11) becomes $d_{i} \geq 13.65 \ldots$ Theorem 2.6 tells us that, under this assumption, $G(A)$ is an $\left(\frac{1}{2}, \frac{16}{15}, n\right)$-pseudo-expander with probability $1-2^{1-\frac{n}{4}}$. Similarly, if $d_{i} \geq 15.08 \ldots G(A)$ is a $\left(\frac{2}{5}, \frac{5}{4}, n\right)$-pseudo-expander with probability greater than $1-2^{1-\frac{n}{5}}$.

If $G(A)$ is an $(\alpha, \beta, n)$-pseudo-expander, then, given $U \subseteq X$ such that $n \alpha / 2 \leq|U| \leq n \alpha$ there are more than $\beta|U|$ values $y_{j}$ that depend on the values $x_{i} \in U$. Similarly, if $G\left(A^{T}\right)$ is an $(\alpha, \beta, n)$-pseudoexpander, given $V \subseteq Y, \alpha / 2 \leq|V| \leq \alpha$, the values $y_{j} \in V$ depend upon more than $\beta|V|$ values $x_{i}$. By symmetry considerations we have the following corollary of Theorem 2.6.

Corollary 2.7 Let A be a random matrix chosen according to the probability measure $\mathcal{M}_{i} i=1, \ldots, 4$. If $d_{i}$ satisfies (11), then the graph $G\left(A^{T}\right)$ is an $(\alpha, \beta, n)$-pseudo-expander with probability greater than $1-2^{1-\frac{\alpha n}{2}}$

## 3 Study of the Average Case Communication Complexity

Let $A$ be an $n \times n$ sparse matrix, and let $p \leq n$. In this section we prove a lower bound on the average case complexity of computing the product $\mathbf{y}=A \mathbf{x}$ on a $p$-processor hypercube. Our analysis is based on the cost of routing the components of $\mathbf{x}$ to their final destination. That is, we consider only the cost of
routing, to the processor that computes $y_{j}$, the values $x_{i}$ 's for all $i$ such that $a_{j i} \neq 0$. A major difficulty for establishing a lower bound is that we can compute partial sums $p_{j}=a_{j i_{1}} x_{i_{1}}+\cdots+a_{j i_{k}} x_{i_{k}}$ during the routing process. In this case, by moving a single value $p_{j}$ we can 'move' several $x_{i}$ 's. However, since the $a_{j i}$ 's can be arbitrary, we assume that the partial sum $p_{j}=a_{j i_{1}} x_{i_{1}}+\cdots+a_{j i_{k}} x_{i_{k}}$ can be used only for computing the $j$-th component $y_{j}$.

In the previous section, we have shown that a random matrix is a pseudo-expander with high probability. Therefore, to establish an average case result it suffices to obtain a lower bound for this class of matrices. In the following, we assume that there exist two functions $F_{x}, F_{y}$ mapping $\{1,2, \ldots, n\}$ into $\{0, \ldots, p-$ $1\}$ such that

1. for $i=1, \ldots, n$, the value $x_{i}$ is initially contained only in processor number $F_{x}(i)$;
2. for $j=1, \ldots, n$, at the end of the computation the value $y_{j}$ is contained in processor number $F_{y}(j)$.

In the following, $F_{x}^{-1}(k)$ will denote the set $\left\{x_{i} \mid F_{x}(i)=k\right\}$, that is, the set of all components of $\mathbf{x}$ initially contained in processor $k$. Similarly, $F_{y}^{-1}(k)$ will denote the components of $\mathbf{y}$ contained in processor $k$.
Theorem 3.1 Let $A$ be a matrix such that $G(A)$ is an $(\alpha, \beta, n)$-pseudo-expander with $\alpha=1 / 2, \frac{4}{3}<\beta<$ 2. If conditions $1-2$ hold, and for $0 \leq h<p,\left|F_{y}^{-1}(h)\right|=\lfloor n / p\rfloor$ or $\lceil n / p\rceil$, any algorithm for computing the product $\mathbf{y}=A \mathbf{x}$ on a p-processor hypercube requires $\Omega((n / p) \log p)$ time.
Proof. The two functions $F_{x}, F_{y}$ define a mapping of the vertices of $G(A)$ into the processors of the hypercube. If the edge $\left(x_{i}, y_{j}\right)$ belongs to $G(A)$ (that is, $a_{j i} \neq 0$ ) the value $y_{j}$ depends upon $x_{i}$. Hence, the value $x_{i}$ has to be moved from processor $F_{x}(i)$ to processor $F_{y}(j)$.

For $1 \leq k \leq \log p$ we consider the set of dimension $k$ links of the hypercube (that is, the links connecting processors whose addresses differ in the $k$-th bit). If the dimension $k$ links are removed, the hypercube is bisected into two sets $H_{1}, H_{2}$ with $p / 2$ processors each. From the hypothesis on $F_{y}$ it follows that at the end of the computation each set contains at most $(p / 2)\lceil n / p\rceil \leq 2 n / 3$ values $y_{j}$ 's.

We can assume that $H_{1}$ initially contains at least $n / 2$ values $x_{i}$ 's (if not, we exchange the roles of $H_{1}$ and $H_{2}$ ). A value $x_{i} \in H_{1}$ can reach $H_{2}$ either by itself or inside a partial sum $\sum a_{j h} x_{h}$. Note that a value $x_{i}$ that reaches $H_{2}$ by itself can be utilized for the computation of several $y_{j}$ 's, but we assume that each partial sum can be utilized for computing only one $y_{j}$.

Let $n_{1}$ denote the number of values $x_{i} \in H_{1}$ that traverse the dimension $k$ links by themselves, and let $n_{2}$ be the number of partial sums that traverse the dimension $k$ links. We claim that $\max \left(n_{1}, n_{2}\right)>\varepsilon n$ where $\varepsilon=\frac{3 \beta-4}{6(\beta+1)}$.

If $n_{1} \leq \varepsilon n$, we consider the set $\tilde{X}_{1}$ of the values $x_{i} \in H_{1}$ that do not traverse the dimension $k$ links by themselves. We have

$$
\begin{equation*}
\left|\tilde{X}_{1}\right| \geq \frac{n}{2}-n_{1} \geq \frac{n}{2}-\varepsilon n=\frac{7 n}{6(\beta+1)} \tag{12}
\end{equation*}
$$

Since $G(A)$ is a pseudo-expander, and

$$
\frac{n}{4} \leq \frac{7 n}{6(\beta+1)} \leq \frac{n}{2}
$$

we have that more than $\frac{7 \beta n}{6(\beta+1)}-\frac{2 n}{3}$ values $y_{j} \in H_{2}$ depend on the values $x_{i} \in \tilde{X}_{1}$. We have

$$
\frac{7 \beta n}{6(\beta+1)}-\frac{2 n}{3}=n \frac{7 \beta-4(\beta+1)}{6(\beta+1)}=\varepsilon n
$$

that is, more than $\varepsilon n$ values $y_{j} \in H_{2}$ depend upon the values $x_{i} \in \tilde{X}_{1}$. Moreover, the values $x_{i} \in \tilde{X}_{1}$ can reach $H_{2}$ only inside the $n_{2}$ partial sums that traverse the dimension $k$ links. Since each partial sum can be utilized for the computation of only one $y_{j}$, we have that $n_{2}>\varepsilon n$ as claimed.

This proves that $\Omega(n)$ items must traverse the dimension $k$ links. Since the same result holds for all dimensions, the sum of the lengths of the paths traversed by the data is $\Omega(n \log p)$. Since at each step at most $p$ links can be traversed, the computation of $\mathbf{y}=A \mathbf{x}$ requires $\Omega((n / p) \log p)$ time.

Theorem 3.2 Let $A$ be a matrix such that $G\left(A^{T}\right)$ is an ( $\alpha, \beta, n$ )-pseudo-expander with $\alpha=1 / 2, \frac{4}{3}<$ $\beta<2$. If conditions $1-2$ hold, and, for $0 \leq h<p,\left|F_{x}^{-1}(h)\right|=\lfloor n / p\rfloor$ or $\lceil n / p\rceil$, any algorithm for computing the product $\mathbf{y}=A \mathbf{x}$ on a p-processor hypercube requires $\Omega((n / p) \log p)$ time.

Proof. Let $H_{1}, H_{2}$ denote the sets obtained by removing the dimension $k$ links of the hypercube. From the hypothesis on $F_{x}$ follows that initially each set contains at most $(p / 2)\lceil n / p\rceil \leq 2 n / 3$ values $x_{i}$ 's. We can assume that at the end of the computation $H_{2}$ contains at least $n / 2$ values $y_{j}$ 's (if not we consider $H_{1}$ ). Let $n_{1}, n_{2}$ be defined as in the proof of Theorem 3.1. Clearly, it suffices to prove that $\max \left(n_{1}, n_{2}\right)>\varepsilon n$ with $\varepsilon=\frac{3 \beta-4}{6(\beta+1)}$.

If $n_{2} \leq \varepsilon n$, we consider the set $\tilde{Y}_{2}$ of the values $y_{j} \in H_{2}$ that are computed entirely inside $H_{2}$. That is, $y_{h} \in \tilde{Y}_{2}$ only if no partial sum $\sum a_{h i} x_{i}$ traverses the dimension $k$ links. We have

$$
\left|\tilde{Y}_{2}\right| \geq \frac{n}{2}-n_{2} \geq \frac{n}{2}-\varepsilon n=\frac{7 n}{6(\beta+1)}
$$

Since $G\left(A^{T}\right)$ is a pseudo-expander, the values $y_{j} \in \tilde{Y}_{2}$ depend on more than $\frac{7 \beta n}{6(\beta+1)}-\frac{2 n}{3}$ values $x_{i} \in H_{1}$. By construction, these values $x_{i}$ 's must traverse the dimension $k$ links by themselves. Hence

$$
n_{1}>\frac{7 \beta n}{6(\beta+1)}-\frac{2 n}{3}=\varepsilon n
$$

By combining Theorems 3.1 and 3.2 with a result on the complexity of balancing on the hypercube, it is possible to prove that the computation of $\mathbf{y}=A \mathbf{x}$ requires $\Omega((n / p) \log p)$ time even if there are processors containing $\Omega(n / p)$ components of $\mathbf{x}$ or $\mathbf{y}$.

Lemma 3.3 Suppose that $n$ items are distributed over the p processors of a hypercube, and let $m$ be the maximum number of items stored in a single processor. There exists an algorithm BALANCE that redistributes the items so that each processor contains $\lceil n / p\rceil$ or $\lfloor n / p\rfloor$ items. The running time of BALANCE is $O\left(m \log ^{1 / 2} p+\log ^{2} p\right)$.

Proof. See [13, Theorem 5].

We also need the converse of this lemma. Given a distribution of $n$ items over $p$ processors with no more than $m$ items per processor, there exists an algorithm UnBALANCE that constructs such distribution starting from an initial setting in which each processor contains $\lceil n / p\rceil$ or $\lfloor n / p\rfloor$ items. The algorithm UnbALANCE is obtained by executing the operations of the algorithm BALANCE in the opposite order, hence its running time is again $O\left(m \log ^{1 / 2} p+\log ^{2} p\right)$.

In the following we use the notation $f(n)=o(g(n))$ to denote that for any $c>0$, there exists $n_{0}$ such that $f(n)<c g(n)$ for all $n \geq n_{0}$.
Theorem 3.4 Let $A$ be a matrix such that $G(A)$ is an $(\alpha, \beta, n)$-pseudo-expander with $\alpha=1 / 2, \frac{4}{3}<$ $\beta<2$. If conditions $1-2$ hold, and, for $0 \leq h<p,\left|F_{y}^{-1}(h)\right|=O\left((n / p) \log ^{\omega} p\right)$ with $0 \leq \omega<$ $1 / 2, p \log p=o(n)$, any algorithm for computing the product $\mathbf{y}=A \mathbf{x}$ on a p-processor hypercube requires $\Omega((n / p) \log p)$ time.

Proof. Assume by contradiction that there exists an algorithm SPARSEPROD for computing $\mathbf{y}=A \mathbf{x}$ such that:
(a) the running time of SPARSEPROD is $t(n, p)$ with $t(n, p)=o((n / p) \log p)$,
$(b)$ at the end of the computation each processor contains $O\left((n / p) \log ^{\omega} p\right)$ components $y_{j}$ 's.
Clearly, using the procedure BALANCE, we can transform SPARSEPROD into an algorithm in which at the end of the computation each processor contains $\lceil n / p\rceil$ or $\lfloor n / p\rfloor$ components of $\mathbf{y}$. The running time of this new algorithm is

$$
O\left((n / p) \log ^{\omega} p \log ^{1 / 2} p+\log ^{2} p+t(n, p)\right)
$$

that by hypothesis is $o((n / p) \log p)$. This is impossible by Theorem 3.1.
Using the procedure UnbaLANCE and Theorem 3.2, it is straightforward to prove the following result.
Theorem 3.5 Let $A$ be a matrix such that $G\left(A^{T}\right)$ is an ( $\alpha, \beta, n$ )-pseudo-expander with $\alpha=1 / 2, \frac{4}{3}<$ $\beta<2$. If conditions $1-2$ hold, and, for $0 \leq h<p,\left|F_{x}^{-1}(h)\right|=O\left((n / p) \log ^{\omega} p\right)$ with $0 \leq \omega<$ $1 / 2, p \log p=o(n)$, any algorithm for computing the product $\mathbf{y}=A \mathbf{x}$ on a $p$-processor hypercube requires $\Omega((n / p) \log p)$ time.

We can summarize the results of this section as follows: if the components of one of the vectors $\mathbf{x}$ or $\mathbf{y}$ are distributed 'evenly' (in the sense of Theorems 3.4 and 3.5) among the processors, the data movement required for computing $\mathbf{y}=A \mathbf{x}$ takes $\Omega((n / p) \log p)$ time with high probability. The result holds for the weak hypercube and, a fortiori, for the hypercubic networks that can be emulated with constant slowdown by the hypercube.

Note that no hypothesis has been made on how the nonzero entries of $A$ are stored. That is, all lower bounds hold even if each processor contains in its local memory all nonzero elements of the matrix $A$. Moreover, since these results hold for any pair of function $F_{x}, F_{y}$, we have that the knowledge of the nonzero structure of $A$ does not help to reduce the average cost of the computation.

## 4 Matrices with $3 n$ and $2 n$ Nonzero Elements

In the previous section we have shown that, if $A$ has $\Theta(n)$ nonzero elements, computing $\mathbf{y}=A \mathbf{x}$ on a $p$-processor hypercube takes $\Omega((n / p) \log p)$ time with high probability. It is interesting to investigate
what is the minimum number of nonzero elements of $A$ for which this property holds. In this section we give a partial answer to this question.
Definition 4.1 Let $1<\beta<2$. Given a matrix $A$, we say that the graph $G(A)$ is a $\beta$-weak-expander if for each set $U \subseteq X$ the following property holds:

$$
|U|=\lfloor n / 2\rfloor \Longrightarrow|\operatorname{Adj}(U)|>\beta|U|
$$

Obviously, all $(\alpha, \beta, n)$-pseudo-expanders with $\alpha \geq 1 / 2$ are weak-expanders but the converse is not true. As we will see, weak-expanders can be still used to get lower bounds for matrix vector multiplication. In addition, the next lemma shows that there exist matrices with only $3 n$ nonzero elements whose dependency graph is a weak-expander.
Lemma 4.2 For all $n \geq 5$, there exists an $n \times n$ matrix $\tilde{A}$ such that

1. $\tilde{A}=\pi_{1}+\pi_{2}+\pi_{3}$, where $\pi_{1}, \pi_{2}, \pi_{3}$ are permutation matrices,
2. both $G(A)$ and $G\left(A^{T}\right)$ are $\frac{9}{8}$-weak-expanders.

Proof. The existence of matrix $\tilde{A}$ is established in the proof of Theorem 4.3 in [11].
Lemma 4.3 Let A be a matrix with a constant number of nonzero elements per row, and such that $G\left(A^{T}\right)$ is a $\beta$-weak-expander. If conditions $1-2$ of section 3 hold, $p \mid n$, and, for $0 \leq h<p,\left|F_{y}^{-1}(h)\right|=n / p$, any algorithm for computing the product $\mathbf{y}=A \mathbf{x}$ on a p-processor hypercube requires $\Omega((n / p) \log p)$ time.
Proof. As in the proof of Theorem 3.1, it suffices to prove that, for $1 \leq k \leq \log p$, there are $\Omega(n)$ items that must traverse the dimension $k$ links of the hypercube.

Let $H_{1}, H_{2}$ denote the sets obtained by removing the dimension $k$ links. As usual, we can assume that $H_{1}$ contains at least $n / 2$ values $x_{i}$ 's. Clearly, the $n / 2$ values $y_{j} \in H_{2}$ depend upon at least $(\beta-1)(n / 2)$ values $x_{i} \in H_{1}$. These values can traverse the dimension $k$ links either by themselves or inside a partial sum. However, each partial sum can contain only a constant number of values $x_{i}$, hence, $\Omega(n)$ items must traverse the dimension $k$ links.

An analogous proof yields the following result.
Lemma 4.4 Let A be a matrix with a constant number of nonzero elements per column, and such that $G(A)$ is a $\beta$-weak-expander. If conditions 1-2 of Section 3 hold, $p \mid n$, and, for $0 \leq h<p,\left|F_{x}^{-1}(h)\right|=$ $n / p$, any algorithm for computing $\mathbf{y}=A \mathbf{x}$ on a p-processor hypercube requires $\Omega((n / p) \log p)$ time.

Using Lemmas 4.2-4.4, we can easily prove that, in the worst case, the computation of $\mathbf{y}=A \mathbf{x}$ requires $\Omega((n / p) \log p)$ time also for matrices with only $3 n$ nonzero elements.
Theorem 4.5 For all $n \geq 5$, there exists an $n \times n$ matrix $\tilde{A}$ with at most $3 n$ nonzero elements, such that, if the components of one of the vectors $\mathbf{x}$ or $\mathbf{y}$ are evenly distributed among the processors, any algorithm for computing $\mathbf{y}=\tilde{A} \mathbf{x}$ on a p-processor hypercube requires $\Omega((n / p) \log p)$ time.

The case of matrices with three nonzero elements per row appears to be the boundary between easy and difficult problems. In fact, if a matrix $B$ contains at most two nonzero elements in each row and in each column, we can arrange the components of $\mathbf{x}$ and $\mathbf{y}$ so that the product $\mathbf{y}=A \mathbf{x}$ can be computed on the hypercube in $O(n / p)$ time. To see this, it suffices to notice that each vertex of $G(B)$ has degree at most
two. Hence, the connected components of $G(B)$ can only be chains or rings and can be embedded in the hypercube with constant dilation and congestion.

We conclude this section by studying the complexity of sparse matrix vector multiplication when we require that, for $i=1, \ldots, n$, the value $y_{i}$ is stored in the same processor containing $x_{i}$. A typical situation in which this requirement must be met, is when the multiplication algorithm is utilized for computing the sequence $\mathbf{x}^{(k+1)}=A \mathbf{x}^{(k)}$ generated by an iterative method. Note that, using the notation of section 3 , this requirement is equivalent to assuming that $F_{x} \equiv F_{y}$.
Theorem 4.6 Let $\mathcal{H}$ be the class of matrix vector multiplication algorithms such that, for $i=1, \ldots, n$, the value $y_{i}$ is stored in the same processor containing $x_{i}$. For all $n \geq 5$, there exists an $n \times n$ matrix $\tilde{B}$ such that

1. each row and each column of $\tilde{B}$ contains at most two nonzero elements,
2. if the component of $\mathbf{x}$ are evenly distributed, any algorithm in $\mathcal{H}$ for computing $\mathbf{y}=\tilde{B} \mathbf{x}$ on a p-processor hypercube requires $\Omega((n / p) \log p)$ time.

Proof. By Lemmas 4.2 and 4.4, we know that there exists a matrix $\tilde{A}$ such that the communication cost of computing $\mathbf{y}=\tilde{A} \mathbf{x}$ is $\Omega((n / p) \log p)$ time (note that this bound holds for the algorithms not in $\mathcal{H}$ ). Moreover, we know that $\tilde{A}=\pi_{1}+\pi_{2}+\pi_{3}$, where $\pi_{1}, \pi_{2}, \pi_{3}$ are permutation matrices. Now consider the matrix $A^{\prime}=\pi_{1}^{-1} \tilde{A}$. Since the multiplication by a permutation matrix does not require any communication (for the algorithms not in $\mathcal{H}!$ ), the communication cost of computing $\mathbf{y}=A^{\prime} \mathbf{x}$ is $\Omega((n / p) \log p)$. Since $A^{\prime} \mathbf{x}=\mathbf{x}+B \mathbf{x}$, any algorithm in $\mathcal{H}$ for computing $B \mathbf{x}$ can be used for computing $A^{\prime} \mathbf{x}$ with no extra communication cost. It follows that any algorithm in $\mathcal{H}$ for computing $B \mathbf{x}$ requires $\Omega((n / p) \log p)$ time. This completes the proof, since $B$ is equal to the sum of two permutation matrices.

## 5 Concluding Remarks

One of the most challenging problems in the field of distributed computing is to find good data distributions for irregular problems. In this paper we have analysed the issue of data distribution for the problem of sparse matrix vector multiplication. We have performed an average case analysis by introducing four different probability measures on the set of $n \times n$ matrices with $\Theta(n)$ nonzero elements. We have shown that, on average, computing $\mathbf{y}=A \mathbf{x}$ on many $\Theta(p)$-processor networks requires $\Omega((n / p) \log p)$ time. The result holds for any balanced distribution of the components of $\mathbf{x}$ and $\mathbf{y}$ among the processors.

A parallel algorithm for computing the product $\mathbf{y}=A \mathbf{x}$, where $A$ is a $n \times n$ matrix with $O(n)$ nonzero elements, has been given in [9]. The algorithm runs in $O((n / p) \log p)$ time on a $p$-processor hypercubic network. The results of this paper establish the 'average case' optimality of the algorithm in [9] for the class of unstructured matrices. However, our results do not rule out the possibility that the product $\mathbf{y}=A \mathbf{x}$ can be computed in $o((n / p) \log p)$ time for important classes of matrices which are not pseudo-expanders. Typical examples are the matrices arising in finite elements and finite difference discretization of partial differential equations for which $O(n / p)$ multiplication algorithms exist (see for example [6, Ch. 11]).

There are several possible extensions of our results which deserve further investigation. In our analysis we have considered only the cost of routing each value $x_{i}$ to the processors in charge of computing the values $y_{j}$ 's which depend upon $x_{i}$. It is natural to ask if one could get more general results by taking into account also the computation cost, which, as the number of nonzero elements grows, may well exceed the cost of communication. Another interesting open problem is whether we can break the $\Omega((n / p) \log p)$
lower bound by allowing processors to contain multiple copies of the components of $\mathbf{x}$. To be fair, our algorithm should produce multiple copies of the components of $\mathbf{y}$ so that it can be used to compute sequences of the kind $\mathbf{x}^{(k+1)}=A \mathbf{x}^{(k)}$.
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