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Infinite systems of equations appear naturally in combinatorial counting problems. Formally, we consider functional equations of the form $y(x) = F(x, y(x))$, where $F(x, y) : \mathbb{C} \times \ell^p \to \ell^p$ is a positive and nonlinear function, and analyze the behavior of the solution $y(x)$ at the boundary of the domain of convergence. In contrast to the finite dimensional case different types of singularities are possible. We show that if the Jacobian operator of the function $F$ is compact, then the occurring singularities are of square root type, as it is in the finite dimensional setting. This leads to asymptotic expansions of the Taylor coefficients of $y(x)$.
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1 Introduction

Functional equations occur naturally in enumeration theory. For example, if $b(x) = \sum b_n x^n$ is the generating function of binary trees ($b_n$ is the number of binary trees with $n$ internal nodes), then $b(x)$ satisfies $b(x) = 1 + x b(x)^2$. Indeed, if a combinatorial object has a recursive description, then the corresponding generating function $y(x)$ usually satisfies an equation of the form

$$y(x) = F(x, y(x)).$$

Using this relation, it is often possible to extract the $n$-th coefficient (denoted by $[x^n]y(x)$) or the asymptotic behavior of $[x^n]y(x)$ (see for example [Drm09, FS09]). Under certain assumptions on $F$ (see Theorem 1 for a finite dimensional system), one can show that the solution of the functional equation has a so-called square root singularity on the boundary of the domain of convergence, i.e., $y(x)$ has a representation of the form

$$y(x) = g(x) - h(x) \sqrt{1 - \frac{x}{x_0}}$$
locally around some point \( x_0 \), where \( g(x) \) and \( h(x) \) are analytic functions. If \( y(x) \) has an analytic continuation to a \( \Delta \)-domain \( \Delta(x_0, \eta, \delta) = \{ x : |x| < x_0 + \eta, |\arg(x-x_0)| > \delta \} \), then the Transfer Lemma of Flajolet and Odlyzko (see [FO90]) implies that

\[
[x^n] y(x) \sim \frac{c}{x_0^n n^{3/2}},
\]

where \( c \) is a positive constant. Drmota, Lalley and Woods (see [Drm97, Lal93, Lal01, Woo97]) generalized this result, based on the idea of using systems of functional equations. For example, Drmota proved the following theorem (cf. [BBY09, Drm09]):

**Theorem 1** Let \( F(x, y) = (F_1(x, y), \ldots, F_N(x, y)) \) be a nonlinear system of functions analytic around \( x = 0 \) and \( y = (y_1, \ldots, y_N) = 0 \), whose Taylor coefficients are all nonnegative, such that \( F(0, y) = 0 \), \( F(x, 0) \neq 0 \) and \( F_z(x, y) \neq 0 \). Furthermore assume that the dependency graph\(^{\text{a}} \) of \( F \) is strongly connected and that the region of convergence of \( F \) is large enough such that the system

\[
y = F(x, y), \quad r \left( \frac{\partial F}{\partial y}(x, y) \right) = 1,
\]

has a real and positive solution \( (x_0, y_0) \) in its interior, where \( r(\partial F/\partial y(x, y)) \) denotes the spectral radius of the Jacobian matrix. Let \( y(x) \) denote the solution of the system \( y = F(x, y) \) with \( y(0) = 0 \). Then there exists \( \varepsilon > 0 \) such that the functions \( y_j(x) \) admit a representation of the form

\[
y_j(x) = g_j(x) - h_j(x) \sqrt{1 - \frac{x}{x_0}}
\]

for \( |x-x_0| < \varepsilon \) and \( \arg(x-x_0) \neq 0 \), where \( g_j \) and \( h_j \) are analytic functions.

Here, it is important that the system of functional equations is nonlinear. Indeed, in the linear case, one easily obtains that the singularity can only be a simple pole. Thus, for finite dimensional and strongly connected systems there can only occur square root singularities or poles.

The main goal of this work is to consider infinite systems of functional equations. Actually, the study of singularities in the infinite dimensional setting is much more involved. Even in the case of linear infinite systems, there can arise different types of singularities, as the following examples show (see [Pro04] for details): Let \( F : \mathbb{C} \times \ell^\infty \to \ell^\infty \) be defined by

\[
\begin{align*}
F_1(x, y) &= 1 + xy_2, \\
F_i(x, y) &= xy_{i-1} + xy_{i+1}, \quad (i \geq 2),
\end{align*}
\]

where \( y = (y_1, y_2, \ldots) \). This function can also be written in the form \( F(x, y) = A(x)y + b \), where \( A(x) \) is the linear operator

\[
A(x) = \begin{pmatrix}
0 & x & 0 & 0 & \cdots \\
x & 0 & x & 0 & \cdots \\
0 & x & 0 & x & \cdots \\
0 & 0 & x & 0 & \cdots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
\end{pmatrix}
\]

\(^{\text{a}} \) The dependency graph \( G = (V, E) \) is defined in the following way: The vertices \( V = (y_1, \ldots, y_N) \) are the unknown functions and an ordered pair \( (y_i, y_j) \) is contained in the edge set \( E \) if and only if \( \partial F_i/\partial y_j \neq 0 \) (i.e., \( F_i \) really depends on \( y_j \)).
and \( b = (1, 0, 0, \ldots) \). The function \( y(x) = (y_1(x), y_2(x), \ldots) \) defined by

\[
y_i(x) = \frac{1}{x} \left( 1 - \frac{\sqrt{1 - 4x^2}}{2x} \right)^i
\]

is the unique and analytic solution of the equation \( y(x) = F(x, y(x)) \) with \( y(0) = b \). The functions \( y_j(x) \) have a square root singularity at \( x = 1/2 \) since \( y_i(x) = g_i(x) - h_i(x) \sqrt{1 - 2x} \), where \( g_i(x) \) and \( h_i(x) \) are given by

\[
g_i(x) = \frac{1}{2^{1/i+1}} \sum_{k=0}^{\lfloor i/2 \rfloor} \binom{i}{2k} (1 - 4x^2)^k \quad \text{and} \quad h_i(x) = \frac{\sqrt{1 + 2x}}{2^{1/i+1}} \sum_{k=0}^{\lfloor i/2 \rfloor} \binom{i}{2k+1} (1 - 4x^2)^k.
\]

This example is related to nonnegative lattice paths and appeared as an exercise in Knuth's book [Knu75]. As a second example we consider a linear system that is related to so-called Knödel walks. Let \( F : \mathbb{C} \times \ell^\infty \to \ell^\infty \) be defined by

\[
F_1(x, y) = xy_2,
F_2(x, y) = 1 + xy_1 + xy_3
F_3(x, y) = xy_1 + xy_2 + xy_4
F_i(x, y) = xy_{i-1} + xy_{i+1}, \quad (i \geq 4).
\]

Again, there exists a solution \( y = y(x) \) of the functional equation \( y(x) = F(x, y(x)) \) (with \( y(0) = (0, 1, 0, 0, \ldots) \)). However, this time there is a singularity of the form \((1 - 2x)^{-1/2}\) at \( x = 1/2 \).

Also in the case of nonlinear systems different types of singularities are possible. The next example is related to the vertical profile of trees (cf. Bousquet-Mélou [BM06] and Bouttier et al. [BDFG03], see also [Drm09, Section 5.1]). Let \( F : \mathbb{C} \times \ell^\infty \to \ell^\infty \) be defined by

\[
F_1(x, y) = 0,
F_i(x, y) = 1 + xy_i(y_{i-1} + y_i + y_{i+1}), \quad (i \geq 2).
\]

This system leads to a solution \( y(x) \) that has a dominant singularity of the form \((1 - 12x)^{3/2}\). Another nonlinear system was studied by Lalley. In his work on random walks on infinite free products of groups [Lal02] he considered the operator (acting on \( \ell^1 \)) that is related to the recursive system

\[
F_{i,x}(z) = z \left\{ p_x q_x + p_y F_{i,x}(z) + \sum_{y \in \Gamma_i \setminus \{x\}} p_t q_y F_{i,y-1,x}(z) + \sum_{j \neq i, y \in \Gamma_i} p_j q_y F_{j,y-1,x}(z) F_{i,x}(z) \right\},
\]

where \( \Gamma_i, i \geq 1 \) are finite groups and \( p_i \) and \( q_x \) are certain probabilities. It turns out that in this case there is a square root singularity. Note, that the Jacobian operator of the corresponding function \( F \) is the sum of a compact operator and a scalar multiple of the identity (see [Lal02, Lemma 4.1]).
2 General Setting and Main Theorem

We have seen in the preceding section that infinite dimensional systems do not behave in general like finite dimensional ones. In this work we want to show that under the additional assumption of compactness of the Jacobian operator of \( F \) we indeed obtain quite the same behavior as for finite systems of functional equations.

Before we state the main result, we recall some definitions from the field of functional analysis in order to be able to specify the basic setting. Let \( B \) be a Banach space and \( U \) the open unit ball in \( B \). An operator \( T: B \to B \) is compact, if the closure of \( T(U) \) is compact in \( B \) (or, equivalently, if every bounded sequence \( (x_n)_{n \geq 0} \) in \( B \) contains a subsequence \( (x_{n_k})_{k \geq 0} \) such that \( (Tx_{n_k})_{k \geq 0} \) converges in \( B \)).

A function \( F: B \to B \) is called Fréchet differentiable at \( x_0 \) if there exists a bounded linear operator \( (\partial F/\partial x)(x_0) \) such that

\[
F(x_0 + h) = F(x_0) + \frac{\partial F}{\partial x}(x_0) h + \omega(x_0, h) \quad \text{and} \quad \omega(x_0, h) = o(\|h\|), \quad (h \to 0).
\]

The operator \( \partial F/\partial x \) is called the Fréchet derivative of \( F \). If \( B \) is a complex vector space and (1) holds for all \( h \), then \( F \) is said to be analytic in \( x_0 \). \( F \) is analytic in \( \Omega \subseteq B \), if it is analytic for all \( x_0 \in \Omega \). Analyticity is equivalent to the fact that for all \( x_0 \in \Omega \) there exist an \( r > 0 \) and continuous symmetric \( n \)-linear forms \( A_n \) such that \( \sum_{n \geq 1} \|A_n\| r^n < \infty \) and

\[
F(x_0 + h) = F(x_0) + \sum_{n \geq 1} \frac{A_n}{n!}(h^n)
\]

in a neighborhood of \( x_0 \) (see [Dei85, Section 7.7 and 15.1]). (The “coefficients” \( A_n \) are equal to the (iteratively defined) \( n \)-th Fréchet derivatives of \( F \)).

In what follows, we mainly deal with the Banach space \( \ell^p = \ell^p(\mathbb{N}) \) \((1 \leq p < \infty) \) of all complex valued sequences \( (t_n)_{n \in \mathbb{N}} \) satisfying \( \|(t_n)\|_p := \sum_{n=1}^{\infty} |t_n|^p < \infty \). The space \( \ell^\infty = \ell^\infty(\mathbb{N}) \) is the space of all bounded complex sequences \( (z_n) \) with norm \( \|(z_n)\|_\infty = \sup_{n \geq 1} |z_n| < \infty \). In this case, the Fréchet derivative is also called Jacobian operator (in analogy to the finite dimensional case). We call a function \( F: \mathbb{C} \times \ell^p \to \ell^p \) positive (in \( U \times V \)), if there exist nonnegative real numbers \( a_{i,j,k} \) such that for all \( k \geq 1 \) and for all \( (x,y) \in U \times V \),

\[
F_k(x, y) = \sum_{i,j} a_{i,j,k} x^i y^j,
\]

where \( j \in \mathbb{N}^3 \), only finitely many components are nonzero, and \( y^j = y_1^j_1 y_2^j_2 y_3^j_3 \cdots \).

As already indicated above, the compactness of the Jacobian operator \( \partial F/\partial y \) will play a crucial role in our considerations. Moreover, we have to assume that \( \partial F/\partial y \) is irreducible. In order to be able to define this property, we recall some basic notion from functional analysis on \( \ell^p \) spaces. Any bounded linear operator on an \( \ell^p \) space \((1 \leq p < \infty) \) is uniquely determined by an infinite dimensional matrix \((a_{ij})_{1 \leq i,j < \infty}\) via the equation

\[
(Ax)_i = \sum_{k=1}^{\infty} a_{ik} x_k,
\]

where \((x_k)_{1 \leq k < \infty}\) is written with respect to the canonical standard bases in \( \ell^p \). We call the matrix \((a_{ij})_{1 \leq i,j < \infty}\) the matrix representation of \( A \) (and write \( A = (a_{ij})_{1 \leq i,j < \infty} \) or just \( A = (a_{ij}) \)). An
operator $A$ is called positive, if all entries of the matrix representation of $A$ are nonnegative. A positive operator $A = (a_{ij})$ is said to be irreducible, if for every pair $(i, j)$ there exists an integer $n = n(i, j) > 0$, such that $a_{ij}^{(n)} > 0$, where

$$A^n = \left(a_{ij}^{(n)}\right)_{1 \leq i, j < \infty}.$$  

Finally, if $A$ is a bounded operator on a Banach space, then $r(A)$ denotes the spectral radius of $A$ (i.e., $r(A) = \sup_{\lambda \in \sigma(A)} |\lambda|$, and $\sigma(A)$ is the spectrum of $A$).

**Theorem 2** Let $1 \leq p < \infty$ and $F : \mathbb{C} \times \ell^p \to \ell^p$, $(x, y) \mapsto F(x, y)$ be an analytic and positive function defined in an open neighborhood $U \times V$ of $(0, 0)$ satisfying:

(i) $F(0, y) = 0$ for all $y \in V$,

(ii) $F(x, 0) \neq 0$ in $U$,

(iii) $\frac{\partial F}{\partial y}(x, y)$ is a compact operator on $\ell^p$ for all $(x, y) \in U \times V$ and irreducible for strictly positive $(x, y) \in U \times V$.

Furthermore, assume that the system

$$y = F(x, y),$$  

$$r \left(\frac{\partial F}{\partial y}(x, y)\right) = 1,$$  

has a positive solution $(x_0, y_0) \in U \times V$. Then there exists an analytic solution of

$$y = F(x, y)$$  

with $y(0) = 0$ such that the following holds: There exists $\varepsilon > 0$ such that $y(x)$ admits a representation of the form

$$y(x) = g(x) - h(x) \sqrt{1 - \frac{x}{x_0}}$$  

for $|x - x_0| < \varepsilon$ and $\arg(x - x_0) \neq 0$, where $g(x)$ and $h(x)$ are analytic functions.

Moreover, if there exist two integers $n_1$ and $n_2$ that are relatively prime such that $[x^{n_1}] y_1(x) > 0$ and $[x^{n_2}] y_1(x) > 0$, then $x_0$ is the only singularity of $y(x)$ on the circle $|x| = x_0$ and we obtain for every $j \geq 1$ an asymptotic expansion for $[x^n] y_j(x)$ of the form

$$[x^n] y_j(x) \sim \frac{c_j}{x_0^{n3/2}}.$$  

where $c_j$ is a positive constant.

**Remark 1** Lalley [Lal02] uses a different method in his work on random walks in order to study the dominating singularity of the system stated in Section 1. In the proof of Theorem 2 given below (see Section 5), we use a reduction of the infinite system of functional equations which allows us to take advantage of the positivity assumptions (see Section 4). This makes the Theorem more generally applicable, since we directly obtain asymptotic expansions of the Taylor coefficients.
Remark 2 Let $F$ be a linear function (or more precisely an affine map), i.e. $F(x, y) = A(x)y + b(x)$, where $A(x)$ is a linear operator and $b(x)$ a vector in $\ell^p$. Then it follows (under the assumption that $A(x)$ is positive and compact, $F(0, y) = 0$ and $F(x, 0) \neq 0$) that

$$y(x) = (I - A(x))^{-1} b(x)$$

is a solution of the functional equation $y = F(x, y)$ as long as the spectral radius of $A(x)$ is smaller than 1. Furthermore, the resolvent operator $(I - A(x))^{-1}$ has a pole if $r(A(x)) = 1$. Hence, in the case of compact Jacobian operators we obtain the same types of singularities as in the finite dimensional case. (The linear operators in Section 1 are clearly not compact). Note, that the assumptions on $F$ and the existence of the solution $(x_0, y_0)$ satisfying (2) imply that we are actually dealing with nonlinear functions in Theorem 2.

Remark 3 The examples in Section 1 show that the assumption of compactness of the Jacobian operator cannot be canceled without stating any other restrictions on $F$. In order to prove Theorem 2, we use excessively the special structure of the spectrum and the resolvent of compact operators. It seems possible to extend the result to operators which have similar spectral properties as compact operators (for example Riesz operators). In the example of Lalley, the spectrum of the Jacobian operator is a shifted spectrum of a compact operator. Even though Theorem 2 does not include such cases, a similar argumentation should imply the desired result. The Jacobian operator in the example of Bousquet-Mélou and Bouttier et al. is “far away” from being compact. And indeed, they even get a dominant singularity different from the one stated in our theorem.

Remark 4 In order to use this theorem for showing central limit results, one has to include an additional continuous parameter similar to the parameter $u$ in [Drm09, Theorem 2.33] (i.e., $F$ is of the form $F : \mathbb{C} \times \ell^p \times \ell^p \to \ell^p$, $(x, y, u) \mapsto F(x, y, u)$ and the functional equation has solutions $y = y(x, u)$).

## 3 Tree counting problems with degree restrictions

In this section we apply Theorem 2 to a counting problem. Our combinatorial objects are rooted labeled trees. More precisely, if $T$ is a tree of size $n$ (i.e., a tree with $n$ nodes), then all nodes are labeled by $1, 2, \ldots, n$ and there exists a specific node that is marked (the root).

Let $T_n$ be the set of all rooted labeled trees of size $n$ with the property that each node with out-degree $k$ has successors with out-degree $k - 1$ or $k + 1$ (see Figure 1). The first few members of the sequence $(\#T_n)_{n \geq 1}$ are given by $(1, 2, 0, 0, 60, 360, 0, \ldots)$.

In what follows, we show that there exist positive constants $c$ and $x_0$ with $1/e \leq x_0 \leq 1$ such that

$$\#T_n \sim \frac{c}{x_0^n n^{3/2} n!}$$

(5)

Note, that such a result is quite natural in this context (cf. [BBY06], where it is shown that a law of the form $c x_0^{-n} n^{-3/2}$ occurs frequently when counting rooted trees.) Let $y_k(x)$ be the exponential generating function

$$y_k(x) = \sum_{n=0}^{\infty} \frac{b_k n}{n!} x^n,$$

(a) This example can be easily generalized to families of trees with other degree restrictions.
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where \( b_{kn} \) counts the number of trees \( T \) in \( T_n \), such that the root has degree \( k \). Note, that we have \( y_0(x) = x \). The recursive structure of \( T_n \) easily implies that the functions \( y_k(x) \) satisfy

\[
y_k(x) = x \left( \frac{y_{k-1}(x) + y_{k+1}(x)}{k!} \right)
\]

for all \( k \geq 1 \). Hence, \( y(x) = (y_1(x), y_2(x), \ldots) \) satisfies the functional equation \( y(x) = F(x, y(x)) \), where \( F : \mathbb{C} \times \ell^1 \to \ell^1 \) is defined by

\[
F_1(x, y) = x(y_2 + x) \quad \text{and} \quad F_k(x, y) = x \left( \frac{y_{k-1} + y_{k+1}}{k!} \right), \quad (k \geq 2).
\]

First, we have to show that \( F \) is indeed a function from \( \mathbb{C} \times \ell^1 \) to \( \ell^1 \). Let \( y = (y_1, y_2, \ldots) \in \ell^1 \). Then we have

\[
\sum_{k=1}^{\infty} |F_k(x, y)| = |x||y_2 + x| + |x| \sum_{k=2}^{\infty} \frac{|y_{k-1} + y_{k+1}|}{k!} \leq |x||y_2| + |x|^2 + |x| \sum_{k=2}^{\infty} \frac{2^k(|y_{k-1}| + |y_{k+1}|)}{k!} \leq |x||y|_{\infty} + |x|^2 + 2|x| \sum_{k=2}^{\infty} \frac{2\|y\|_{\infty}^k}{k!} \leq |x| \left( \|y\|_{\infty} + |x| + 2e^2\|y\|_{\infty} \right) < \infty.
\]

Actually, we have shown that \( F \) maps \( \mathbb{C} \times \ell_{\infty} \) to \( \ell^1 \). Clearly, \( F \) is analytic and we have \( F(0, y) = 0 \) and \( F(x, 0) \neq 0 \). A similar calculation as in (6) shows that \( \partial F/\partial y \) is an operator from \( \ell^1 \) to \( \ell^1 \). Furthermore, \( \partial F/\partial y \) is irreducible. Since this matrix can be approximated with respect to the \( \ell_1 \)-operator norm by finite rank operators (take the first \( n \) columns of \( \partial F/\partial y \)), we obtain that \( \partial F/\partial y \) is compact.

In order to apply Theorem 2, we have to show that there exists \( (x_0, y_0) \) satisfying \( y_0 = F(x_0, y_0) \) and \( r(\partial F/\partial y(x_0, y_0)) = 1 \). We know from the Implicit Function Theorem that there exists a positive solution \( y(x) \) of the functional equation around \( x = 0 \) (compare with the proof of Theorem 2). Let \( x_0 \) be the smallest positive real number such that \( y(x) \) cannot be analytically continued in \( x \neq x_0 \) (combinatorial considerations show that \( 1/e \leq x_0 \leq 1 \)). Consider the function \( y(x) \) for \( x \to x_0 \). The spectral radius
of the Jacobian operator is 0 for \( x = 0 \) and it is continuous (see Lemma 2) and monotone increasing if \( x \) increases (see Proposition 2 and note that \( y(x) \) is positive). Moreover, we have \( r(\partial F/\partial y(x, y(x))) < 1 \) for \( x < x_0 \). Indeed, if \( r(\partial F/\partial y(x, y(x))) = 1 \), then \( y(x) \) cannot be analytic in a neighborhood of \( x \), which is in contrast to the fact that \( x < x_0 \) (implicit differentiation yields a contradiction). This implies that \( y(x) \) cannot have a pole (in any of its components) at \( x_0 \) and \( y(x) \) converges to some positive vector \( y_0 \) for \( x \to x_0 \). A priori, \( y_0 \) is in \( \ell^\infty \). But since \( y_0 \) also satisfies the functional equation, it is also in \( \ell_1 \) (see (6)). Furthermore, we have \( r(\partial F/\partial y(x_0, y_0)) = 1 \) since we could continue \( y(x) \) otherwise in an neighborhood of \( x_0 \).

Thus, all conditions of Theorem 2 are satisfied and we obtain that \( y(x) \) has a square root singularity. Since \( y(x) \in \ell^1 \), we have that \( t(x) = \sum_{k=0}^{\infty} y_k(x) \) has a square root singularity, too. Since \( t(x) \) can also be written in the form \( t(x) = \sum_{n=0}^{\infty} \frac{1}{n!} x^n \), this finally implies (5).

4 Monotonicity of spectral radii

In this section we will show some spectral properties of compact and positive operators on \( \ell^p \) spaces. Recall, that any bounded linear operator \( A \) on \( \ell^p \) (where \( 1 \leq p < \infty \)) is uniquely determined by an infinite dimensional matrix \((a_{ij})_{1 \leq i, j < \infty}\).

The study of operators (or matrices) in \( \ell^\infty \) is different. First note, that there is no one-to-one correspondence between operators and matrices. (Actually, there exist nontrivial compact operators, such that the corresponding “matrix representation” is the zero matrix). Nevertheless, if we have a matrix \((a_{ij})_{1 \leq i, j < \infty}\), we define an operator \( A \) on \( \ell^\infty \) via

\[
(Ax)_i = \sum_{k=1}^{\infty} a_{ik} x_k,
\]

if the summation is well-defined for all \( i \geq 1 \) and for all \( x \in \ell^\infty \). Recall that an operator \( A \) is called positive if all entries of the matrix representation of \( A \) are nonnegative. If \( u \) and \( v \) are real vectors or matrices, \( u \geq v \) means that all entries of \( u \) are greater than or equal to the corresponding entries of \( v \). Thus, an operator \( A \) is positive if \((a_{ij}) \geq 0 \). Similarly, a vector \( x \) is called positive (or also nonnegative) if \( x \geq 0 \). We call \( x \) strictly positive, if all entries \( x_i \) of \( x \) satisfy \( x_i > 0 \). Moreover, if \( u \) is a vector with entries \( u_i \), then \(|u|\) denotes the vector with entries \(|u_i|\) (a similar definition is used for matrices).

The adjoint operator of an operator \( A \) (denoted by \( A^* \)) is acting on \( \ell^{p'} \) for \( \frac{1}{p} + \frac{1}{p'} = 1 \) (for \( 1 \leq p < \infty \)). The operator \( A^* \) can be associated with the matrix \((a_{ji})_{1 \leq i, j < \infty} \) acting on \( \ell^q \) (which we do in the sequel without explicitly saying so).

The following result goes back to Krein and Rutman [KR50] and is of particular importance for our work (see [Zei86, Proposition 7.26]):

**Lemma 1** Let \( T = (t_{ij})_{1 \leq i, j < \infty} \) be a compact positive operator on \( \ell^p \) (where \( 1 \leq p < \infty \)) and assume that \( r(T) > 0 \). Then \( r(T) \) is an eigenvalue of \( T \) with nonnegative eigenvector \( \beta \in \ell^p \). Moreover, \( r(T^*) = r(T^*)^* \) is an eigenvector of \( T^* \) with nonnegative eigenvector \( \alpha \in \ell^q \).

**Proposition 1** Let \( A = (a_{ij})_{1 \leq i, j < \infty} \) be a positive, irreducible and compact operator on \( \ell^p \), \( 1 \leq p < \infty \). Let \( B = (b_{ij})_{1 \leq i, j < \infty} \) be defined by \( b_{ij} = a_{i+1, j+1} \). Then we have

\[
r(B) < r(A).
\]
Remark 5 The matrix $B$ is obtained through eliminating the first row and first column of $A$. The same result holds, if one removes a finite number of rows and (the corresponding) columns of $A$.

Before we prove this proposition, we recall some notation concerning infinite matrices (see [VJ67]). A nonnegative vector $x \neq 0$ (lying in the sequence space of real numbers) is called left (or right) $r$-subinvariant vector of $(a_{ij})$, if for all $j \geq 1$

$$r \sum_{k=1}^{\infty} a_{kj}x_k \leq x_j \quad \text{or} \quad r \sum_{k=1}^{\infty} a_{jk}x_k \leq x_j,$$

respectively. On the other hand, $x \neq 0$ is called left (or right) $r$-superinvariant vector of $(a_{ij})$, if for all $j \geq 1$

$$r \sum_{k=1}^{\infty} a_{kj}x_k \geq x_j \quad \text{or} \quad r \sum_{k=1}^{\infty} a_{jk}x_k \geq x_j,$$

respectively. The vector $x$ is called (left or right) $r$-invariant, if it is (left or right) $r$-sub- and superinvariant.

Proof of Proposition 1: It easily follows from the irreducibility condition that $r(A) > 0$. Let $m$ be an integer such that $d = a_{11}^{(m)} > 0$. Then we have $\|A^m\n\| \geq d^n$ for all $n \geq 1$, where $\|\cdot\|$ denotes the operator norm that is induced by the $p$-norm on $\ell^p$ (consider $A^me_1$, where $e_1 = (1,0,0,\ldots)$). Gelfand’s formula implies $r(A) = \lim_{n \to \infty} \|A^n\|^{1/n} \geq d^{1/m}$. If $r(B) = 0$ (note that $B$ need not to be irreducible), the statement of the result follows from the fact that $r(A) > 0$. Suppose now that $r(B) > 0$.

Let $S_t$ be the left shift operator and $S_r$ the right shift operator acting on $\ell^p$ (i.e., $S_t(x_1,x_2,x_3,\ldots) = (x_2,x_3,\ldots)$ and $S_r(x_1,x_2,\ldots) = (0,x_1,x_2,\ldots)$). Then $B = S_tAS_r$. Since the shift operators are bounded and $A$ is compact, it follows that $B$ is also compact. Moreover, $B$ is clearly a positive operator. Hence, the assumptions of Lemma 1 are satisfied and there exists a nonnegative eigenvector $y$ of $B$ to the eigenvalue $r(B)$. Set $x := S_ry$. Then we have

$$Ax = (\star,0,\ldots) + r(B)x \geq r(B)x,$$

where $\star$ is some positive number. Thus, $x$ is a right $1/r(B)$-superinvariant vector of $(a_{ij})$. If we assume that $r(B) \geq r(A)$, then $x$ is also a right $1/r(A)$-superinvariant vector. According to Lemma 1, $A$ has a nonnegative left eigenvector $\alpha \in \ell^p$ to the eigenvalue $r(A)$. This vector is clearly a left $1/r(A)$-subinvariant vector (in particular, it is also strictly positive, see [VJ67, Lemma 4.1]). Hölder’s inequality and the fact that $x \in \ell^p$ imply

$$\sum_{n=1}^{\infty} x_n\alpha_n < \infty.$$

It follows from [VJ67, Lemma 5.2] that this is only possible, if $x = 0$ or $x$ is strictly positive and $1/r(A)$-invariant. But since $x_1 = 0$ and $x \neq 0$, the assumption $r(B) \geq r(A)$ cannot hold true and Proposition 1 is shown.

Proposition 2 Let $1 \leq p < \infty$ and $A = (a_{ij})_{i,j<\infty}$ and $C = (c_{ij})_{i,j<\infty}$ be compact operators on $\ell^p$. Furthermore, let $A$ be positive and irreducible such that $|C| \leq A$ but $|C| \neq A$. Then we have

$$r(C) < r(A).$$
Proof: The proof is similar to the proof of Proposition 1. First we have that \( r(A) > 0 \). If \( r(C) = 0 \), we are done. Assume now that \( r(C) > 0 \). Since \( C \) is compact, there exists an eigenvector \( y \in \ell^p \) to some eigenvalue \( s \) with \( |s| = r(C) \). We get

\[ |sy| = r(C)|y| \leq |C||y| \leq A|y|. \]

If we assume that \( r(C) \geq r(A) \), then \( |y| \) is a right \( 1/r(A) \)-superinvariant vector. The same reasoning as above shows that this is only possible, if \( |y| = 0 \) (which is clearly not true) or if \( |y| \) is strictly positive and \( 1/r(A) \)-invariant. In the case of \( 1/r(A) \)-invariance, we obtain

\[ A|y| = r(A)|y| \leq r(C)|y| \leq |C||y| \leq A|y|. \]

Thus, we have \( (A - |C|)|y| = 0 \). But since \( |y| \) is strictly positive and \( A \neq |C| \), this is impossible. \( \square \)

5 Proof of Theorem 2

Before we prove our main theorem, we show that the spectral radius of the Jacobian operator of \( F \) is continuous.

Lemma 2 Let the function \( F \) satisfy the assumptions of Theorem 2. Then we have that the map

\[ (x, y) \mapsto r \left( \frac{\partial F}{\partial y} (x, y) \right) \]

is continuous for all \((x, y) \in U \times V\).

Proof: First note, that \((x, y) \mapsto \frac{\partial F}{\partial y} (x, y)\) is continuous. Let \((x, y) \in U \times V\) such that \( r \left( \frac{\partial F}{\partial y} (x, y) \right) > 0 \). Since isolated eigenvalues with finite multiplicity must vary continuously (see [Kat66, Chapter IV.3.5]) and since we are dealing with compact operators, we obtain the desired result. If \( r \left( \frac{\partial F}{\partial y} (x, y) \right) = 0 \) (as it is for example in \((0, 0)\)), then the continuity follows from the upper semicontinuity of the spectrum of closed operators (see [Kat66, Chapter IV.3.1]). \( \square \)

Proof of Theorem 2: The Implicit Function Theorem (see [Dei85, Theorem 15.3]) implies that there exists a unique analytic solution \( y = y(x) \) of the functional equation (3) in a neighborhood of \((0, 0)\). It also follows from the Banach Fixed-Point Theorem that the sequence \( y_0 \equiv 0 \) and

\[ y_{n+1}(x) = F(x, y_n(x)), \quad n \geq 1, \]

converges uniformly to the unique solution \( y(x) \) of (3). Thus \( y(x) \) is positive. Since the Jacobian operator is continuous and \( F \) is positive, we have that the spectral radius of the Jacobian operator is less than 1 for all \((x, y) \in U \times V\) with \( |x| < x_0 \) and \( |y| < y_0 \) (cf. Proposition 2). The Implicit Function Theorem implies that the positive function \( y(x) \) is actually defined for all \( |x| < x_0 \). Next, we divide equation (2) up into two equations

\[ y_1 = F_1(x, y_1, y), \quad (7) \]
\[ y = F_2(x, y_1, y), \quad (8) \]
where $\mathbf{y} = S_t \mathbf{y}$ and $\mathbf{F} = S_t F$. Observe, that the Jacobian operator of $\mathbf{F}$ (with respect to $\mathbf{y}$) can be obtained by deleting the first row and column of the matrix of the Jacobian operator of $F$. The tuple $(x_0, (y_0)_1, \mathbf{y}_0)$ is a solution of (7) and (8). Set

$$A = \frac{\partial F}{\partial y}(x_0, y_0) \quad \text{and} \quad B = \frac{\partial F}{\partial y}(x_0, (y_0)_1, \mathbf{y}_0).$$

Proposition 1 implies that $r(B) < r(A) = 1$. Thus, we can again employ the Implicit Function Theorem and obtain that there exists a unique positive analytic solution $\mathbf{y} = \mathbf{y}(x, y_1)$ of (8) with $\mathbf{y}(0, 0) = \mathbf{0}$ such that $\mathbf{y}(x, y_1)$ is also defined in a neighborhood of $(x_0, (y_0)_1, \mathbf{y}_0)$. Furthermore, we have $\mathbf{y}(x_0, (y_0)_1) = \mathbf{y}_0$. If we insert this function into equation (7), we obtain that there exists a unique positive analytic solution $y_1 = F_1(x, y_1, \mathbf{y}(x, y_1))$ for $y_1 = y_1(x)$. The function $G(x, y_1) = F_1(x, y_1, \mathbf{y}(x, y_1))$ is an analytic function around $(0, 0)$ with $G(0, y_1) = 0$ and such that all Taylor coefficients of $G$ are real and non-negative (this follows from the positivity of $F$ and $\mathbf{y}(x, y_1)$). Furthermore, the tuple $(x_0, (y_0)_1)$ belongs to the region of convergence of $G(x, y)$. In what follows, we show that $(x_0, (y_0)_1)$ is a positive solution of the system of equations

$$y_1 = G(x, y_1),$$

$$1 = G_{y_1}(x, y_1),$$

with $G_x(x_0, (y_0)_1) \neq 0$ and $G_{y_1}(x_0, (y_0)_1) \neq 0$.

In order to see that $G_{y_1}(x_0, (y_0)_1)$ is indeed equal to 1, note that the classical Implicit Function Theorem otherwise implies that there exists an analytic solution of $y_1 = G(x, y_1)$ locally around $x_0$. Inserting this function into equation (8), we obtain that there also exists an analytic solution $y(x)$ of (3) in a neighborhood of $x_0$. Implicit differentiation yields to

$$\left( I - \frac{\partial F}{\partial y}(x_0, y_0) \right) \frac{\partial y}{\partial x}(x_0) = \frac{\partial F}{\partial x}(x_0, y_0).$$

Since the spectral radius of the (positive and irreducible) Jacobian operator at $(x_0, y_0)$ is equal to 1, there exists a strictly positive left eigenvector to the eigenvalue 1 (cf. Section 4). Multiplying this vector to equation (9) from the left yields to a contradiction since $\frac{\partial F}{\partial y}(x_0, y_0) \neq 0$ (note that $F(x, 0) \neq 0$ and that $F$ is positive).

Next suppose that $G_x(x_0, (y_0)_1) = 0$. The positivity implies that the unique solution of $y_1 = G(x, y_1)$ is given by $y_1(x) \equiv 0$. Consider the solution $y(x)$ of (3) for some real $x > 0$ in the near of 0. Since the spectral radius of the Jacobian operator is smaller than 1 (for $x$ small), we can express the resolvent with the aid of the Neumann series, i.e., we have (cf. (9))

$$\frac{\partial y}{\partial x}(x) = \left( I - \frac{\partial F}{\partial y}(x, y(x)) \right)^{-1} \frac{\partial F}{\partial x}(x, y(x)) = \sum_{n \geq 0} \left( \frac{\partial F}{\partial y}(x, y(x)) \right)^n \frac{\partial F}{\partial x}(x, y(x)).$$

Since $\partial F/\partial y$ is irreducible and $\partial F/\partial x \neq 0$ we obtain that $y_1(x)$ cannot be a constant function. Finally, the positive function $G$ cannot be an affine map in $y$ since otherwise the conditions $G(0, y_1) = 0$ and $G(x_0, (y_0)_1) = (y_0)_1$ imply that $y_1(x)$ is constant.
If follows from [Drm09, Theorem 2.19] that there exists a unique solution $\tilde{y}(x_1)$ of the equation $y_1 = G(x, y_1)$ with $\tilde{y}(0) = 0$. It is analytic for $|x| < x_0$ and there exist functions $g_1(x)$ and $h_1(x)$ that are analytic around $x_0$ such that $\tilde{y}_1(x)$ has a representation of the form

$$\tilde{y}_1(x) = g(x) - h(x)\sqrt{1 - \frac{x}{x_0}} \tag{10}$$

locally around $x_0$. Due to the uniqueness of the solution $y(x)$ of the functional equation (3), we have that the first component of $y(x)$ coincide with $\tilde{y}_1(x)$, i.e., $y_1(x) = \tilde{y}_1(x)$. Inserting this solution into equation (8) (note, that $F$ is analytic at $(x_0, (y_0)_1, \overline{y}_1)$), we obtain $y(x, y_1(x)) = (y_2(x), y_3(x), \ldots)$. Thus, $y_j(x)$ has a representation of the form (10) for all $j \geq 1$. This finally shows (4).

If there exist two integers $n_1$ and $n_2$ that are relatively prime such that $|x^{n_1}|y_1(x) > 0$ and $|x^{n_2}|y_1(x) > 0$, then it follows that $x_0$ is the only singularity of $y_1(x)$ on the circle $|x| = x_0$ and there exists an analytic continuation to a $\Delta$-domain. Indeed, it suffices to show that

$$G_{y_1}(x, y_1) < 1$$

for $|x| = x_0$ but $x \neq x_0$ (compare with the proof of [Drm09, Theorem 2.19]). Since $y_1(x)$ is positive, we clearly have $|y_1(x)| \leq y_1(|x|)$. If equality occurs, then

$$x^{n_1} = |x|^{n_1} = x_0^{n_1} \quad \text{and} \quad x^{n_2} = |x|^{n_2} = x_0^{n_2}.$$

By assumption, $n_1$ and $n_2$ are relatively prime and we obtain $x = x_0$, which is impossible. Thus, we actually have $|y_1(x)| < y_1(|x|)$. The positivity of $G$ implies

$$|G_{y_1}(x, y_1(x))| \leq G_{y_1}(|x|, |y_1(x)|) < G_{y_1}(|x|, y_1(|x|)) = G_{y_1}(x, (y_0)_1) = 1.$$

Inserting the analytic continuation of $y_j(x)$ into equation (8), we obtain that there exists an analytic continuation for all $y_j$. The Transfer Lemma of Flajolet and Odlyzko implies that $|x^n|y_j(x)$ satisfy

$$|x^n|y_j(x) \sim \frac{c_j}{x_0^{n/2}}$$

for all $j \geq 1$ and for some constants $c_j > 0$. This finally shows Theorem 2. \hfill $\square$
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