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Abstract. Let $\chi^\lambda$ be the irreducible $S_n$-character corresponding to the partition $\lambda$ of $n$, equivalently, the preimage of the Schur function $s_\lambda$ under the Frobenius characteristic map. Let $\phi^\lambda$ be the function $S_n \to \mathbb{C}$ which is the preimage of the monomial symmetric function $m_\lambda$ under the Frobenius characteristic map. The irreducible character immanant $\text{Imm}_\lambda(x) = \sum_{w \in S_n} \chi^\lambda(w)x_1, w_1 \cdots x_n, w_n$ evaluates nonnegatively on each totally nonnegative matrix $A$. We provide a combinatorial interpretation for the value $\text{Imm}_\lambda(A)$ in the case that $\lambda$ is a hook partition. The monomial immanant $\text{Imm}_\phi^\lambda(x) = \sum_{w \in S_n} \phi^\lambda(w)x_1, w_1 \cdots x_n, w_n$ is conjectured to evaluate nonnegatively on each totally nonnegative matrix $A$. We confirm this conjecture in the case that $\lambda$ is a two-column partition by providing a combinatorial interpretation for the value $\text{Imm}_\phi^\lambda(A)$.

Résumé. Soit $\chi^\lambda$ le caractère irréductible de $S_n$ qui correspond à la partition $\lambda$ de l’entier $n$, ou de manière équivalente, la prémage de la fonction de Schur $s_\lambda$ par l’application caractéristique de Frobenius. Soit $\phi^\lambda$ la fonction $S_n \to \mathbb{C}$ qui est la prémage de la fonction symétrique monomiale $m_\lambda$. La valeur du caractère irréductible immanent $\text{Imm}_\lambda(x) = \sum_{w \in S_n} \chi^\lambda(w)x_1, w_1 \cdots x_n, w_n$ est non négative pour chaque matrice totalement non négative. Nous donnons une interprétation combinatoire de la valeur $\text{Imm}_\lambda(A)$ lorsque $\lambda$ est une partition en équerre. Stembridge a conjecturé que la valeur de l’immanent monomial $\text{Imm}_\phi^\lambda(x) = \sum_{w \in S_n} \phi^\lambda(w)x_1, w_1 \cdots x_n, w_n$ de $\phi^\lambda$ est elle aussi non négative pour chaque matrice totalement non négative. Nous confirmons cette conjecture quand $\lambda$ satisfait $\lambda_1 \leq 2$, et nous donnons une interprétation combinatoire de $\text{Imm}_\phi^\lambda(A)$ dans ce cas.
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1 Introduction

A real matrix is called totally nonnegative (TNN) if the determinant of each of its square submatrices is nonnegative. Such matrices appear in many areas of mathematics and the concept of total nonnegativity has been generalized to apply not only to matrices, but also to other mathematical objects. (See e.g. [Lus08] and references there.) In particular, for an $n \times n$ matrix $x = (x_{i,j})$ of variables, a polynomial $p(x)$ in $\mathbb{C}[x]$ is called totally nonnegative (TNN) if it satisfies

$$p(A) \stackrel{\text{def}}{=} p(a_{1,1}, \ldots, a_{n,n}) \geq 0$$
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for every \(n \times n\) TNN matrix \(A = (a_{i,j})\). Obvious examples are the \(n \times n\) determinant \(\det(x)\), and each minor \(\det(x_{I,J})\) of \(x\), i.e., the determinant of a square submatrix

\[
x_{I,J} \overset{\text{def}}{=} (x_{i,j})_{i \in I, j \in J}, \quad I, J \subseteq [n] = \{1, \ldots, n\}
\]

of \(x\). Graph-theoretic interpretations of the nonnegativity of the numbers \(\det(A_{I,J})\) for \(A\) TNN were given by Karlin and MacGregor [KM59] and Lindström [Lin73].

Close cousins of TNN matrices are the Jacobi-Trudi matrices indexed by pairs of partitions \((\lambda, \mu)\) and defined by \(H_{\lambda/\mu} = (h_{\lambda_j - \mu_i + j - i})_{i,j=1}^n\) where \(h_k\) is the \(k\)th complete homogeneous symmetric function, and where we set \(h_k = 0\) for \(k < 0\). We declare a polynomial \(p(x) \in \mathbb{C}[x]\) to be monomial nonnegative (MNN) or Schur nonnegative (SNN), if for each \(n \times n\) Jacobi-Trudi matrix \(H_{\lambda/\mu}\), the symmetric function \(p(H_{\lambda/\mu})\) is MNN or SNN, respectively. Clearly, every SNN polynomial is MNN. Well-known examples of SNN polynomials are the \(n \times n\) determinant \(\det(x)\) and all minors \(\det(x_{I,J})\). Graph-theoretic interpretations of the monomial nonnegativity of the symmetric functions \(\det(H_{\lambda/\mu})\) were given by Gessel and Viennot [GV89]. No such interpretation of Schur nonnegativity is known.

Some recent interest in TNN, MNN, and SNN polynomials concerns the so-called dual canonical basis of \(\mathbb{C}[x]\), which arose in the study of canonical bases of quantum groups. (See, e.g., [BZ93], [Du92], [Lus93] Sec. 29.5.) While the dual canonical basis has no elementary description, it includes the determinant \(\det(x)\), all matrix minors \(\det(x_{I,J})\), and by a result of Lusztig [Lus94], exclusively TNN polynomials. In [Du92], [Ska08], dual canonical basis elements were expressed in terms of functions \(f : S_n \rightarrow \mathbb{C}\) and their generating functions

\[
\text{Imm}_f(x) \overset{\text{def}}{=} \sum_{v \in S_n} f(v) x_{1,v_1} \cdots x_{n,v_n}
\]

in the complex span of \(\{x_{1,v_1} \cdots x_{n,v_n} \mid v \in S_n\}\). Such generating functions had been named immanants in [Sta00], after Littlewood’s term [Lit40] for the special cases in which \(f\) is one of the irreducible \(S_n\)-characters \(\chi^\lambda \mid \lambda \vdash n\). This immanant formulation and results of Haiman [Hai93], showed that dual canonical basis elements are also SNN [RS06]. In general, given a TNN matrix \(A\), Jacobi-Trudi matrix \(H_{\lambda/\mu}\), and dual canonical basis element \(\text{Imm}_f(x)\), there is no known graph-theoretic interpretation for the nonnegative number \(\text{Imm}_f(A)\) or the MNN symmetric function \(\text{Imm}_f(H_{\lambda/\mu})\). On the other hand, Rhoades and the third author provided such interpretations for special dual canonical basis elements which they called Temperley-Lieb immanants in [RS05]. This led to the resolution in [LPP07] of several conjectures concerning Littlewood-Richardson coefficients.

Other interest in TNN, MNN, and SNN polynomials concerns immanants for class functions \(f : S_n \rightarrow \mathbb{C}\) such as \(S_n\)-characters. Littlewood [Lit40], and Merris and Watkins [MW85] expressed immanants for induced sign characters \(\{\chi^\lambda \mid \lambda \vdash n\}\) as sums of products of matrix minors, making clear that these immanants are TNN and SNN. Goulden and Jackson [GJ92] conjectured irreducible character immanants to be MNN, leading Stembridge [Ste92] to conjecture the immanants to be TNN and SNN as well. The three conjectures were proved by Greene [Gre92], Stembridge [Ste91], and Haiman [Hai93]. (See also [Kos95].) Haiman, Stanley, and Stembridge formulated several stronger conjectures [Hai93], [SS93], [Ste92], including the total nonnegativity and Schur nonnegativity of immanants for class functions \(\phi^\lambda \mid \lambda \vdash n\) called monomial virtual characters. Irreducible character immanants are nonnegative linear combinations [Ste92] of these. On the other hand, these conjectures have no graph-theoretic interpretation analogous to the results of Karlin-MacGregor, Lindström, and Gessel-Viennot.
Path tableaux and immanants

In Section 2 we recall definitions and results relating total nonnegativity, planar networks, and immanants. We introduce path tableaux, a new generalization of Young tableaux, whose entries are paths in planar networks. In Section 3 we review facts about Temperley-Lieb immanants. In Section 4 we consider path tableaux. We introduce w = (w_1, ..., w_n) ∈ S_n, we say that the path family has type w if path π_i originates at source i and terminates
at sink $w_i$ for $i = 1, \ldots, n$. If $w$ is the identity permutation, we will say that $\pi$ has type 1. We define the weight of a path family $\pi$ to be the weight of the multiset of edges contained in its component paths,

$$\omega(\pi_1, \ldots, \pi_k) = \omega(\pi_1) \cdots \omega(\pi_k).$$

Following Stembridge, we will call this multiset of edges the skeleton of $\pi$. Conversely, we call a multiset $F$ of edges of $G$ a bijective skeleton if it is a multiset union of $n$ source-to-sink paths. Sometimes it will be convenient to consider the endpoints of these edges to be part of the skeleton so that we may refer to the indegree or outdegree of a vertex in the skeleton as the cardinality of edges (including repetition) in the skeleton which originate or terminate at that vertex. We will refer to a planar network $G = (V, E)$ as a bijective network if $E$ is the set of edges in some bijective skeleton. For example, the planar network in (4) is a bijective network.

Recall that Lindström’s Lemma interprets the determinant of $A = A(G)$ as

$$\det(A) = \sum_{\pi} \omega(\pi),$$

(5)

where the sum is over all path families $\pi$ of type 1 in which no two paths share a vertex [KM59], [Lin73]. Recall also that $A$ is TNN if and only if we can choose the planar network $G$ above to have nonnegative edge weights [ASW52], [Bre95], [Cry76], [Loe55]. Thus for each TNN matrix $A$, Lindström’s Lemma provides a graph-theoretic interpretation of the nonnegative number $\det(A)$, indeed of the numbers $\det(A_{I,J})$ for $|I| = |J|$, since each submatrix of a TNN matrix is again TNN. Other families of immanants $\text{Imm}_f(x)$ are known to be TNN, but only in few cases do the nonnegative numbers $\text{Imm}_f(A)$ have graph-theoretic interpretations of the form

$$\text{Imm}_f(A) = \sum_{\pi \in S} \omega(\pi)$$

(6)

where $S$ is a set of path families in $G$ having a certain property. By the Gessel-Viennot method [GV89], such an interpretation implies that $\text{Imm}_f(x)$ is MNN, but not necessarily that it is SNN.

In order to prove that certain immanants $\text{Imm}_f(x)$ are TNN and to state graph-theoretic interpretations of the nonnegative numbers $\text{Imm}_f(A)$ for $A$ TNN, it will be convenient to associate elements of the group algebra $\mathbb{C}[S_n]$ of $S_n$ to planar networks and to bijective skeletons. We refer the reader to [Sag01] for standard information about $\mathbb{C}[S_n]$. Observing that any two path families $\pi, \pi'$ satisfying $\text{skel}(\pi) = \text{skel}(\pi')$ must also satisfy $\omega(\pi) = \omega(\pi')$, we introduce the notation $\gamma(F, w)$ for the number of path families $\pi$ of type $w$ with skeleton $F$, and the $\mathbb{Z}[S_n]$-generating function

$$\beta(F) = \sum_{w \in S_n} \gamma(F, w)w$$

(7)

for these numbers. The importance of this generating function was stated by Goulden and Jackson [GJ92] and Greene [Gre92] as follows.

**Observation 2.1** Let $R$ be a $\mathbb{C}$-algebra, and let $G$ be an $R$-weighted planar network of order $n$ having path matrix $A$. Then for any function $f : S_n \to \mathbb{C}$, we have

$$\text{Imm}_f(A) = \sum_{F \subseteq G} \omega(F)f(\beta(F)),$$

(8)
where the sum is over all bijective multisets $F$ of edges in $G$. In particular, if we have $f(\beta(F)) \geq 0$ for all possible bijective networks $F$, then $\text{Imm}_f(x)$ is TNN and MNN.

To see immediate consequences of Observation 2.1, suppose that $p_0$ is a property which applies to path families $\pi = (\pi_1, \ldots, \pi_n)$, let $G$ be a planar network of order $n$, and define the sets

\[
S(G, p_0) = \{ \pi \mid \pi \text{ bijective in } G, \pi \text{ has property } p_0 \},
\]

\[
T(G, p_0) = \{ \pi \in S(G, p_0) \mid \pi \text{ covers } G \}.
\] (9)

Then we have the following.

**Corollary 2.2** Given a function $f : S_n \to \mathbb{C}$, and a property $p_0$, the following are equivalent:

1. For each planar network $G$ of order $n$ whose edges are weighted by distinct indeterminates, the path matrix $A = (a_{i,j})$ of $G$ satisfies

\[
\text{Imm}_f(A) = \sum_{\pi \in S(G, p_0)} \omega(\pi).
\] (10)

2. For each bijective planar network $G$ of order $n$, we have $f(\beta(G)) = |T(G, p_0)|$.

**Proof:** Omitted. □

To facilitate the description of more TNN polynomials $p(x)$ and their evaluations at TNN matrices, we recall some standard terminology associated to integer partitions. For $\lambda = (\lambda_1, \ldots, \lambda_r) \vdash n$, the (French) Young diagram of $\lambda$ is the left-justified array of boxes with $\lambda_i$ boxes in row $i$, and with rows numbered from bottom to top. We let $\lambda^\top$, the transpose or conjugate of $\lambda$, denote the partition of $n$ whose $i$th part is equal to the number of boxes in column $i$ of the Young diagram of $\lambda$. Filling the boxes of a Young diagram with any mathematical objects, we obtain a tableau $T$ and we let $T(i, j)$ denote the object in row $i$ and column $j$ of $T$. We call a tableau containing nonnegative integers a Young tableau, and further classify it as column-strict, row-semistrict, or semistandard if its entries strictly increase upward in each column, weakly increase to the right in each row, or satisfy both of these conditions, respectively. If the multiset of entries of Young tableau $T$ is $1^{\alpha_1}2^{\alpha_2}\cdots$, we say that $T$ has content $\alpha$. We call a tableau containing elements of a poset $P$ a $P$-tableau, and further classify it as column-strict, row-semistrict, or semistandard if its entries satisfy $T(1, j) <_P T(2, j) <_P \cdots$ in each column $j$, $T(i, 1) \not<_P T(i, 2) \not<_P \cdots$ in each row $i$, or both of these conditions, respectively.

Now observe that for any planar network $G$ of order $n$, we may partially order the set $P(G)$ of paths $F$ from source $i$ to sink $i$ in $G$, $i = 1, \ldots, n$, by declaring $F <_{P(G)} F'$ if $F$ lies entirely below $F'$ in $G$, i.e., if $F$ and $F'$ are disjoint paths connecting sources $i < j$ to sinks $i < j$, respectively. This definition leads to a set of $P(G)$-tableaux for each planar network $G$. Imposing one more condition on this set of tableaux, we declare a $P(G)$-tableau of shape $\lambda \vdash n$ to be a $G$-tableau if the paths in its $n$ boxes form a bijective path family $\pi = (\pi_1, \ldots, \pi_n)$ such that $\pi_i$ connects source and sink $i$, for $i = 1, \ldots, n$. Given a $G$-tableau $T$, we define its weight $\omega(T)$ to be the weight of the path family it contains. Thus we may restate Lindström’s Lemma for a planar network $G$ and its path matrix $A = A(G)$ as $\det(A) = \sum_T \omega(T)$, where the sum is over all column-strict $G$-tableaux of shape $1^n$.

For example, let $G$ be the planar network in (4), and let $F$ be the multiset of its edges in which the upper central edge has multiplicity two and all other edges have multiplicity one. Then there is exactly
one path family \((\pi_1, \pi_2, \pi_3, \pi_4)\) of type 1 having the skeleton \(F\). The path poset \(P(G)\) and six column-
strict \(G\)-tableaux having skeleton \(F\) are

\[
\begin{pmatrix}
\pi_4 & \pi_2 & \pi_3 \\
\pi_1 & \pi_4 & \pi_3 \\
\pi_3 & \pi_2 & 1 \\
\pi_2 & \pi_1 & 1 \\
\end{pmatrix},
\begin{pmatrix}
\pi_4 & \pi_2 & \pi_3 \\
\pi_1 & \pi_4 & \pi_3 \\
\pi_3 & \pi_2 & 1 \\
\pi_2 & \pi_1 & 1 \\
\end{pmatrix},
\begin{pmatrix}
\pi_4 & \pi_2 & \pi_3 \\
\pi_1 & \pi_4 & \pi_3 \\
\pi_3 & \pi_2 & 1 \\
\pi_2 & \pi_1 & 1 \\
\end{pmatrix},
\begin{pmatrix}
\pi_4 & \pi_2 & \pi_3 \\
\pi_1 & \pi_4 & \pi_3 \\
\pi_3 & \pi_2 & 1 \\
\pi_2 & \pi_1 & 1 \\
\end{pmatrix}.
\tag{11}
\]

The first four \(G\)-tableaux are also semistandard whereas the last two are not semistandard.

3 \ Temperley-Lieb immanants

The subspace of \(\mathbb{C}[x]\) spanned by products of pairs of complementary principal minors of \(x,
\[
\text{span}\{\det(x_{I,I})\det(x_{J,J}) \mid I \subseteq [n]\},
\tag{12}
\]
where \(\mathcal{T} = [n] \setminus I\), is also equal to the span of certain immanants called \textit{Temperley-Lieb immanants},
defined in [RS05]. These were shown to belong to the dual canonical basis of \(\mathbb{C}[x]\) and therefore are TNN
and SNN [RS05, Ska08]. We call the space \([12]\) the \textit{Temperley-Lieb subspace} of \(\mathbb{C}[x]\).

We define the \textit{Temperley-Lieb algebra} \(T_n(2)\) to be the quotient

\[
T_n(2) = \mathbb{C}[S_n]/(1 + s_1 + s_2 + s_1s_2 + s_2s_1 + s_1s_2s_1),
\tag{13}
\]
and let \(\theta_n : \mathbb{C}[S_n] \to T_n(2)\) denote the canonical projection. As a \(\mathbb{C}\)-algebra, \(T_n(2)\) is generated by the
\(n - 1\) elements \(t_i = \theta(s_i + 1), i = 1, \ldots, n - 1\), subject to the relations

\[
\begin{align*}
t_i^2 &= 2t_i, & \text{for } i = 1, \ldots, n - 1, \\
t_it_jt_i &= t_it_j, & \text{if } |i - j| = 1, \\
t_it_j &= t_jt_i, & \text{if } |i - j| \geq 2.
\end{align*}
\tag{14}
\]

As a vector space, \(T_n(2)\) has dimension \(\frac{1}{n+1} \binom{2n}{n}\), and has a natural basis \(\{\tau_v\}\) indexed by 321-avoiding
permutations \(v\) in \(S_n\). If \(s_{i_1} \cdots s_{i_k}\) is a reduced expression for \(v\), then \(\tau_v\) is given by \(\tau_v = \theta((1 + s_{i_1}) \cdots (1 + s_{i_k})) = t_{i_1} \cdots t_{i_k}\). This basis element is in fact independent of the chosen reduced expression
for \(v\). More generally, the relations \([14]\) imply that for an arbitrary expression \(s_{i_1} \cdots s_{i_k}\), we have

\[
\theta((1 + s_{i_1}) \cdots (1 + s_{i_k})) = 2^k \tau,
\tag{15}
\]
for some \(\tau\) and some \(k \geq 0\). Indeed, for \(F\) a bijective skeleton of order \(n\) with the property that all
vertices in \(F\) have indegree and outdegree bounded by 2, \(\beta(F)\) has the form \((1 + s_{i_1}) \cdots (1 + s_{i_k})\) by
[RS05] Lem. 2.5, and apparently \(\theta(\beta(F)) = 2^k \tau\) for some \(\tau, k\).

Computations in \(T_n(2)\) can sometimes be simplified by the use of \textit{Kauffman diagrams} for the natural
basis elements. Kauffman [Kau87] Sec. 4 represents the identity and generators \(1, t_1, \ldots, t_{n-1}\) of \(T_n(2)\)
by the diagrams

\[
\begin{array}{cccc}
\circ & \circ & = & \circ \\
\circ & ; & = & \circ \\
\circ & = & \circ & ; \\
\circ & ; & \circ & = \\
\end{array}
\]
and represents multiplication by concatenating diagrams and replacing each resulting cycle by a factor of 2. For instance, the fourteen basis elements of $T_n(2)$ are

and the identity $t_3t_1t_3t_1 = 2t_1t_3$ in $T_4(2)$ is represented by

For each natural basis element $\tau$ of $T_n(2)$, we define the function $f_\tau : \mathbb{C}[S_n] \to \mathbb{C}$ by

and the corresponding immanant $\text{Imm}_\tau(x)$ by

Observe that for a bijective skeleton $F$ satisfying $\theta(\beta(F)) = 2^k \tau$, the definition (17) implies the formula

where $\det(x_{Q_i, Q_i}) = \det(x_{Q_i_1, Q_{i_1}}) \cdots \det(x_{Q_i, Q_i})$, where the sum is over all sequences $Q = (Q_1, \ldots, Q_r)$ of disjoint subsets of $[n]$ satisfying $|Q_i| = \mu_i$ for $i = 1, \ldots, r$. Combining this identity with Lindström’s Lemma, we obtain the following combinatorial interpretation of elementary character immanants.
Corollary 4.2 Let \( R \) be a \( \mathbb{C} \)-algebra, let \( G \) be an \( R \)-weighted planar network of order \( n \) with path matrix \( A \), and let \( \lambda \) be a partition of \( n \). Then we have
\[
\text{Imm}_{\epsilon^\lambda}(A) = \sum_T \omega(T),
\]
where the sum is over all column-strict \( G \)-tableaux \( T \) of shape \( \lambda^\top \).

Now let us closely examine the special cases of induced sign characters \( \epsilon^\lambda \) indexed by partitions \( \lambda \) having at most two parts. The corresponding immanant \( \text{Imm}_{\epsilon^\lambda}(x) \) clearly belongs to the Temperley-Lieb subspace (12) of \( \mathbb{C}[x] \). Expanding elementary immanants indexed by \( \lambda = (\lambda_1, \lambda_2) \) in terms of the dual canonical basis, we have
\[
\text{Imm}_{\epsilon^\lambda}(x) = \sum_{\tau} b^{\lambda,\tau} \text{Imm}_{\tau}(x),
\]
with coefficients \( b^{\lambda,\tau} \in \mathbb{N} \), by Proposition 4.1 and [RS05, Thm. 4.5]. We now reprove this result and interpret the coefficients in terms of colorings of natural basis elements of \( T_n(2) \). We adjoin vertices to the \( 2n \) endpoints of the curves of the Kauffman diagram of a basis element \( \tau \), labeling these source \( 1 \), \ldots, source \( n \), sink \( n \), \ldots, sink \( 1 \), as in a planar network. We define a 2-coloring of \( \tau \) to be an assignment of colors \( \{1, 2\} \) to these vertices such that source \( i \) and sink \( i \) have equal colors for all \( i \), and connected vertices have equal colors if and only if one is a source and one is a sink. More specifically, we call a 2-coloring a \( (2, \lambda) \)-coloring for \( \lambda = (\lambda_1, \lambda_2) \vdash n \) if \( \lambda_1 \) sources have color 1 and \( \lambda_2 \) sources have color 2. For example, the basis element \( t_2 t_1 \) of \( T_4(2) \) has one \( (2, 31) \)-coloring and two \( (2, 22) \)-colorings:
\[
\begin{align*}
\text{\textcolor{Red}{\text{\textcolor{Green}{\text{\textcolor{Blue}{\text{\textcolor{Red}{x}}}}} \text{\textcolor{Green}{\text{\textcolor{Blue}{\text{\textcolor{Red}{x}}}}}}} \text{\textcolor{Green}{\text{\textcolor{Blue}{\text{\textcolor{Red}{x}}}}} \text{\textcolor{Red}{\text{\textcolor{Green}{\text{\textcolor{Blue}{\text{\textcolor{Red}{x}}}}}}}}} \text{\textcolor{Green}{\text{\textcolor{Blue}{\text{\textcolor{Red}{x}}}}} \text{\textcolor{Red}{\text{\textcolor{Green}{\text{\textcolor{Blue}{\text{\textcolor{Red}{x}}}}}}}}} \end{align*}
\]

Now we may interpret the coordinates of elementary immanants with respect to the dual canonical basis as follows.

Proposition 4.3 For \( \lambda = (\lambda_1, \lambda_2) \vdash n \) and \( \tau \) a standard basis element of \( T_n(2) \), the coefficient \( b^{\lambda,\tau} \) appearing in the expansion (22) is equal to the number of \( (2, \lambda) \)-colorings of \( \tau \).

Proof: Omitted.

5 Monomial immanants

For \( \lambda \vdash n \), let \( \phi^\lambda \) be the \( S_n \)-class function which corresponds by the Frobenius characteristic map to the monomial symmetric function \( m_\lambda \),
\[
m_\lambda = \frac{1}{n!} \sum_{w \in S_n} \phi^\lambda(w) p_{\rho(w)}. \tag{24}
\]

Following [Ste92], we call \( \phi^\lambda \) a monomial virtual character of \( S_n \), and we call the corresponding immanant \( \text{Imm}_{\phi^\lambda}(x) \) a monomial immanant. \( \phi^\lambda \) is not an \( S_n \)-character.) Like induced sign characters and elementary immanants, monomial virtual characters and monomial immanants form bases of the space of \( S_n \)-class functions and the space of class immanants, respectively. While no simple formula analogous to (20) is known for monomial immanants, Stembridge has conjectured that they are TNN and SNN [Ste92].
Path tableaux and immanants

Conjecture 5.1 For \( \lambda \vdash n \), the monomial immanant \( \text{Imm}_{\phi, \lambda}(x) \) is TNN and SNN.

It is straightforward to show Stembridge’s TNN conjecture to be the strongest possible for TNN class immanants, i.e., that a class immanant \( \text{Imm}_f(x) \) is TNN only if it is equal to a nonnegative linear combination of monomial immanants. For instance, one may deduce this from the following result.

Proposition 5.2 For \( \mu \vdash n \), let \( A(\mu) \) be the \( n \times n \) block-diagonal matrix whose \( i \)th diagonal block is a \( \mu_i \times \mu_i \) matrix of ones. Then we have \( \text{Imm}_{\phi, \lambda}(A(\mu)) = \delta_{\lambda, \mu} \).

Proof: Omitted.

To prove the TNN and MNN cases of Conjecture 5.1 it would suffice to give an analog of Corollary 4.2 for monomial immanants.

Problem 5.3 For \( \lambda \vdash n \), find a graph-theoretic interpretation of \( \text{Imm}_{\phi, \lambda}(A) \) which holds for path matrices \( A \) of arbitrary \( R \)-weighted planar networks of order \( n \).

In Theorem 5.6, we prove the special case of Stembridge’s conjectures for \( \lambda \) satisfying \( \lambda_1 \leq 2 \). In particular, we express each such monomial immanant \( \text{Imm}_{\phi, \lambda}(x) \) as a nonnegative linear combination of Temperley-Lieb immanants, with coefficients counting special \( 2 \)-colorings of natural basis elements of \( T_n(2) \). For each natural basis element \( \tau \) and each index \( j \leq \lfloor n/2 \rfloor \), define \( A(\tau, j) \) to be the set of all \( (2, 2, 2^{1 \times (n-2)}) \)-colorings of \( \tau \), define \( |A(\tau, i)| \) to be the minimum \( i \) for which \( A(\tau, i) \neq \emptyset \), and define \( B(\tau) = A(\tau, i(\tau)) \). Let \( M_{\lambda, \mu} \) denote the number of column-strict Young tableaux of shape \( \lambda \) and content \( \mu \). The cardinalities of these sets are related as follows.

Lemma 5.4 For each natural basis element \( \tau \) of \( T_n(2) \), and each index \( j \leq \lfloor n/2 \rfloor \), we have \( |A(\tau, j)| = M_{2^21^{n-2j}, 2^2(\tau) 1^{n-2i(\tau)} |B(\tau)|} \).

Proof: Omitted.

Proposition 5.5 For each bijective skeleton \( F \) of order \( n \), and each index \( j \leq \lfloor n/2 \rfloor \), we have 

\[
\phi^{2^21^{n-2i}}(\beta(F)) = \delta_{\lambda, i(\tau)} |B(\tau)|, \text{ where } k, \tau \text{ are defined by } \theta(\beta(F)) = 2^k \tau.
\]

Proof: Choose a reduced expression \( s_{i_1} \cdots s_{i_j} \) for each \( w \in S_n \) and define a corresponding element \( D_w = (1 + s_{i_1}) \cdots (1 + s_{i_j}) \) of \( \mathbb{C}[S_n] \). (These elements depend upon the chosen reduced expressions, but we suppress this from the notation.) It is straightforward to show that there exist planar networks \( \{F_w\} \) satisfying \( D_w = \beta(F_w) \), and that for each \( w \), one may define the integer \( k_w \) and natural basis element \( \sigma_w \) of \( T_n(2) \) by the equation \( \theta(\beta(F_w)) = 2^{k_w} \sigma_w \). For \( i = 0, \ldots, \lfloor n/2 \rfloor \), define the functions \( f_i : \mathbb{C}[S_n] \rightarrow \mathbb{C} \) by the conditions

\[
f_i(D_w) = \delta_{\lambda, i(\sigma_w)} 2^{k_w} |B(\sigma_w)| \quad \text{for all } w \in S_n,
\]

and by linearly extending to all of \( \mathbb{C}[S_n] \). Lemma 5.4 then implies that for each permutation \( w \) we have

\[
e^{-j \beta(D_w)} = |A(\sigma_w, j)| = M_{2^21^{n-2j}, 2^2(\sigma_w) 1^{n-2i(\sigma_w)} 2^{k_w} |B(\sigma_w)|} = \sum_{i=0}^{j} M_{2^21^{n-2j}, 2^21^{n-2i}} f_i(D_w).
\]
On the other hand, induced sign characters and monomial virtual characters are related by the (unitriangular) system of equations

$$\epsilon^\top = \sum_{\lambda \leq \mu} M_{\mu, \lambda} \phi^\lambda.$$  \hfill (27)

Comparing this expression to (26) and using unitriangularity, we see that $f_i$ and $\phi^{2^{i+1}n-2i}$ agree on the basis $\{D_w \mid w \in S_n\}$ and therefore on all of $\mathbb{C}[S_n]$. \hfill \Box

**Theorem 5.6**  For $j \leq \lfloor \frac{n}{2} \rfloor$ and $\lambda = 2^{j+1}n-2j$, we have

$$\text{Imm}_\phi^\lambda(x) = \sum_{\tau \in \mathcal{T}} |B(\tau)| \text{Imm}_\tau(x).$$  \hfill (28)

**Proof:** Omitted. \hfill \Box

Now we solve the special case of Problem 5.3 for $\lambda$ satisfying $\lambda_1 \leq 2$.

**Theorem 5.7**  Let $R$ be a $\mathbb{C}$-algebra, let $G$ be an $R$-weighted planar network of order $n$ with path matrix $A$, and fix $\lambda \vdash n$ with $\lambda_1 \leq 2$. Then we have

$$\text{Imm}_\phi^\lambda(A) = \sum_T \omega(T),$$  \hfill (29)

where the sum is over all column-strict $G$-tableaux $T$ of shape $\lambda$, such that no column-strict $G$-tableau $S$ of shape $\mu \prec \lambda$ satisfies $\text{skel}(S) = \text{skel}(T)$. \hfill \Box

**Proof:** Omitted.

6  Irreducible character immanants

For $\lambda \vdash n$, let $\chi^\lambda$ be the irreducible $S_n$-character traditionally indexed by $\lambda$. (See, e.g., [Sag01].) Equivalently, $\chi^\lambda$ is the $S_n$-class function which corresponds by the Frobenius characteristic map to the Schur function $s_\lambda$,

$$s_\lambda = \frac{1}{n!} \sum_{w \in S_n} \chi^\lambda(w) p_p(w).$$  \hfill (30)

Let $\text{Imm}_\chi^\lambda(x) = \text{Imm}_\phi^\lambda(x)$ denote the corresponding irreducible character immanant. While no simple formula analogous to (20) is known for irreducible character immanants, Goulden and Jackson [GJ92] conjectured that they are MNN [Ste92], Stembridge conjectured that they are TNN and SNN, and these three conjectures were proved by Greene [Gre92], Stembridge [Ste91] and Haiman [Hai93]. In spite of these results, no analog of Corollary [4.2] is known for irreducible character immanants.

**Problem 6.1**  For $\lambda \vdash n$, find a graph theoretic interpretation of $\text{Imm}_\lambda(A)$ when $A$ is the path matrix of an $R$-weighted planar network of order $n$.

In Theorem 6.2 we solve the special case of Problem 6.1 for $\lambda$ a hook partition, i.e., $\lambda = r1^{n-r}$. We will do so by expressing irreducible character immanants in terms of elementary immanants and by using combinatorial objects called special ribbon diagrams in [BRW96].
Path tableaux and immanants

Theorem 6.2 Let $R$ be a $C$-algebra, let $G$ be an $R$-weighted planar network of order $n$ with path matrix $A$, and let $\mu$ be the hook partition $1^{n-1}$ of $n$. Then we have

$$\text{Imm}_\mu(A) = \sum_T \omega(T),$$

where the sum is over all semistandard $G$-tableaux $T$ of shape $\mu$.

Proof: Omitted. \qed

For example, when the planar network $G$ and its path matrix $A$ are as shown in (4), we have $\text{Imm}_{31}(A) = 4$, counting the semistandard $G$-tableau in (11).
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