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Understanding reflection is one of the key competences in graphic arts industry. A very popular approach was given by Kubelka and Munk [1] who derived a simple relationship between the scattering and absorption coefficients and the overall reflectance. This paper presents an alternative approach which describes the behavior of light in matter as a special kind of random walk.
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1 Introduction

Seeing means perceiving light from an external source which was scattered in a material medium and reemitted toward the observer’s eye. Thereby colors are the result of wavelength dependent absorption processes. The physical basis of color as molecular or atomic phenomenon is state-of-the-art in science, both in experimental and in theoretical respect. But to the authors knowledge, the deriving of macroscopic applications therefrom, for instance printing, is not really successful because of the huge complexity of corresponding models. Accordingly, state-of-the-art technologies like color management systems represent entirely empirical approaches which can be considered as scientific capitulation to the practical problems of color prediction. Therefore the ongoing challenge of modeling scattering affects is to optimize the compromise between simplicity of the use and the accuracy of prediction.

For printing the widely used theory of Kubelka and Munk dates back to 1931 [1]. In the course of time this original theory was extended by several authors, see Philips–Invernizzi [2] for a recent survey. In Simon [3] the authors started the trial to give a stochastic interpretation of Kubelka and Munk’s theory. Now, this paper presents the next step on this trail containing several extensions and, in particular, a combinatorial analysis of the underlying distributions and solutions for the reflectance and the transmittance in case of finite layer thickness.

The original work of Kubelka and Munk proposed a system of differential equations induced by a simplified model of light propagation, similar to the concepts of Schuster [4] and Gurevič [5]. A horizontal colorant layer with thickness \( D \) is considered. We suppose that the paint material is homogeneous. Then any light inside the layer traveling in any direction can be divided into its vertical and horizontal components. For simplification, the horizontal components are ignored. Therefore only two
vertical fluxes of light have to be considered: a downward flux \( i \) and an upward flux \( j \). Let \( i_x \) and \( j_x \) be the intensities of these two fluxes at the distance \( x \), \( x \leq D \), from the bottom surface. Then the theory of KUBELKA and MUNK is based on the assumption that the fractional amount of light lost by absorption (scattering) between \( x \) and \( x + dx \) is given by \( K dx \) (\( S dx \)), where \( K \) (\( S \)) is denoted by absorption (scattering) coefficient. Light absorbed between \( x \) and \( x + dx \) is lost, but light scattered from direction \( i \) is added to \( j \) and vice-versa.

On these assumptions we obtain

\[
\frac{d i_x}{dx} = (K + S) \cdot i_x - S \cdot j_x \quad \text{and} \quad \frac{d j_x}{dx} = S \cdot i_x - (K + S) \cdot j_x
\]

which implies

\[
\frac{d r_x}{dx} = S \cdot r_x - 2 \cdot (K + S) \cdot r_x + S
\]

where \( r_x = j_x/i_x \) is called the reflectance ratio. Now, the aim is the determination of the reflectance \( R \). A first solution of equation (2) arises if the layer is so thick that further increases in thickness do not significantly change its reflectance, i.e. \( dr_x/dx = 0 \). In this situation let \( R_\infty \) be the value of \( r_x \) at \( x = D \), then

\[
R_\infty = 1 + \frac{K}{S} \cdot \sqrt{\left(1 + \frac{K}{S}\right)^2 - 1}
\]

or equivalent

\[
\frac{K}{S} = \frac{(1 - R_\infty)^2}{2R_\infty}
\]

which is the original result of KUBELKA and MUNK [1]. Well-known variants are proposed by FOOTE [6], [7]

\[
R_\infty = 1 + \frac{K}{S} \cdot \sqrt{\frac{K^2}{S^2} + \frac{2K}{S}} = c - \sqrt{c^2 - 1} = c - c' \quad \text{with} \quad c = 1 + K/S \text{ and } c' = \sqrt{c^2 - 1}
\]

and by SAUNDERSON [8]. Later, KUBELKA [9] solved equation (2) on the additional assumption that the reflectance of the background (bottom) is known. Let \( R_g \) be this fraction. Then the general solution is

\[
R_D = \frac{1 - R_g \cdot (c - c' \cdot \coth(c' SD))}{c - R_g + c' \cdot \coth(c' SD)}
\]

The difference \( R_\infty - R_D \) is due to the transmission of the incident energy flux through the layer of thickness \( D \) where the transmittance \( T \) is defined as ratio of transmitted to incident light. For a disappearing scattering coefficient the transmittance can asymptotically be written as \( T \approx e^{-KD} \) well-known as Beer’s law. In the classical concept of KUBELKA and MUNK Fresnel-effects of the interface between outside and inside of the colorant layer are ignored. In order to keep the mathematical constraints as simple as possible we proceed in the same way. On the other hand, Fresnel-effects can be taken into account by SAUNDERSON-corrections [8, pp.728], see also [10], [11] for recent treatments of this topic.

So far so good. Due to its simplicity, the theory of KUBELKA and MUNK is in common usage for industrial applications. However, this concept has also disadvantages, in particular, from a theoretical

\footnote{note that \( K \) and \( S \) are functions of wavelengths}

\footnote{\( \coth \) means the hyperbolic cotangent}
point of view. Please note that the central parameter, the reflectance, is defined as the ratio of reflected to incident radiation energy flux, usually expressed as a percentage. In other words, the reflectance is a probability, namely the probability that a photon penetrating the surface will be reemitted subsequently. From this point of view, Kubelka and Munk describe implicitly a probability process treating expected values as fluxes and applying some kind of Chebyshev’s inequality to estimate the reflectance. The authors interest is to make this process explicit. In order to guarantee that inadequacies of the model are due to the assumptions set down in it integration as part of the model evaluation has to be avoided. Therefore only a discrete probability model should be applied. This has the additional advantages that the combinatorial background of the model can be worked out exactly, functional relationships to other applications can be verified easier and the defining parameters have a clear macroscopic interpretation.

The rest of the paper is organized as follows. First, we introduce a new Markov chain modeling a Kubelka-Munk-like scattering process and study its combinatorial properties. Next, this Markov chain is simplified to a special random process similar to a random walk. Then we show that the reflectance can be determined as an adapted first-passage time problem. In particular, the case of finite thickness $D$ is solved in terms of Chebyshev polynomials of the second kind. We complete with some remarks.

## 2 Photon Motion as a Markov Chain

The classic case of a discrete-time birth-and-death process\footnote{see Feller[12]} can be described as a sequence of random variables $X_t$, $t \in \mathbb{N}$, assuming the states $\ell = 0, 1, 2, \ldots$, with probability $P_{\ell,t}$. We suppose that the process starts at state 0 and epoch 0, hence $P_{0,0} = 1$. Direct transitions to state $\ell$ are only possible from state $\ell - 1$ and $\ell + 1$. The probability that such a transition takes place between epoch $t - 1$ and $t$ is noted by\footnote{Pr($A \mid B$) means the probability of event $A$ assuming the event $B$}.

$$
\lambda_{\ell-1,\ell-1} = \Pr(X_t = \ell \mid X_{t-1} = \ell - 1) \quad \text{and} \quad \beta_{\ell-1,\ell+1} = \Pr(X_t = \ell \mid X_{t-1} = \ell + 1).
$$

Consequently, the process satisfies

$$
P_{\ell,t} = (1 - \lambda_{\ell-1,\ell} - \beta_{\ell-1,\ell}) \cdot P_{\ell-1,t} + \lambda_{\ell-1,\ell-1} \cdot P_{\ell-1,t-1} + \beta_{\ell-1,\ell+1} \cdot P_{\ell+1,t-1}.
$$\tag{7}

A random walk\footnote{This concept can easily be extended to higher dimensions.} is a discrete time birth-and-death process with $\lambda_{\ell,\ell} = \lambda$, $\beta_{\ell,\ell} = \beta$ and $\lambda + \beta = 1$, which simplifies (7) to $P_{\ell,t} = \lambda \cdot P_{\ell-1,t-1} + \beta \cdot P_{\ell+1,t-1}$. A random walk with absorbing barriers\footnote{the ruin problem} at $B_1 \leq 0$ and $B_2 \geq 0$ is a random walk which stops at epoch $t$ if $B_1 \leq X_t \leq B_2$ for $0 \leq t' < t$ and $X_t \in \{B_1, B_2\}$.

At first we have to model the traveling of a photon as a random walk with absorbing barriers. Thereby we suppose that the photon moves in every discrete time step from the discrete level $\ell$ to $\ell + 1$ or $\ell - 1$. The entrance level is $\ell = 0$. The absorbing barrier $B_1 = -1$ represents the outside of the colorant layer. The second barrier $B_2 = d + 1$ stands for the bottom of the layer and, consequently, $d \geq 1$ for its thickness. The nontrivial part of our concept is the transition probability, which has to express the scattering of light. Usually, the transition probability is a function of the state $\ell$ and/or the time $t$. In our case, this is wrong because a traveling photon has a direction “up” or “down”\footnote{and only these directions, in analogy to Kubelka and Munk} independent of $\ell$ or $t$. From this point of view, scattering has to be understood as arbitrarily changing the direction from “up” to “down” or vice-versa.
Therefore, we need a new explicit state in the Markov chain to describe that the transition probability depends on the photon’s direction. Our choice is the number \( h \) of turnabouts from the beginning of the motion at \( t = 0 \) where even values of \( h \) stand for the photon’s direction “up” and odd values represent “down”. Let \( P_{t,\ell,h} \) be the probability that the photon is at epoch \( t \) after \( h \) turnabouts in state \( \ell \). Then equation (7) mutates formally to

\[
P_{t,\ell,h} = \lambda_{t-1,\ell-1,h} P_{t-1,\ell-1,h} + \mu_{t-1,\ell+1,h-1} P_{t-1,\ell+1,h-1} + \alpha_{t-1,\ell+1,h} P_{t-1,\ell+1,h} + \beta_{t-1,\ell+1,h-1} P_{t-1,\ell+1,h-1}
\]

with initial condition

\[
P_{0,0,0} = 1.
\]

Thereby the transition probabilities\(^9\)

\[
\lambda_{t,\ell,h} \overset{\text{def}}{=} \begin{cases} p & \text{if } h \text{ even} \\ 0 & \text{if } h \text{ odd} \end{cases}, \quad \mu_{t,\ell,h} \overset{\text{def}}{=} \begin{cases} 0 & \text{if } h \text{ even} \\ q & \text{if } h \text{ odd} \end{cases}
\]

and

\[
\alpha_{t,\ell,h} \overset{\text{def}}{=} \begin{cases} 0 & \text{if } h \text{ even} \\ p & \text{if } h \text{ odd} \end{cases}, \quad \beta_{t,\ell,h} \overset{\text{def}}{=} \begin{cases} q & \text{if } h \text{ even} \\ 0 & \text{if } h \text{ odd} \end{cases}
\]

are determined by the assumption that the photon continues in its direction between \( t - 1 \) and \( t \) with probability \( p \) or a turnabout because of scattering effects takes place with probability \( q = 1 - p \). Of course, the constant \( q \) goes with \( S \). Hence, we call \( q \) the scattering probability.

Next we consider the absorption, where we suppose that the layer material absorbs the photon during one time unit with probability \( A \), the so-called absorption probability. In the case of absorption the process is determined immediately.

Additionally, we assume that scattering and absorption of a photon are independent events. From a physical point of view this assumption is not absolutely correct. But on the other hand, our assumption is not unusual, in particular, for small scattering and absorption coefficients\(^10\), and it is more reasonable than KUBELKA–MUNK’s one which allows also in the case of total absorption a positive reflectance.

However, the real motivation for assuming independence between scattering and absorption is an easier treatment of the reflectance \( R \), the main object of our interest. Obviously, \( R \) is equivalent to the probability that the photon leaves again the colorant layer before it was absorbed in the material. But more interestingly, this probability can be expressed as a classical problem connected to random walks, namely the first-passage time problem. Let \( w_t(A) \) be the probability that the photon leaves the layer at time \( t \) or in random walk terminology the first visit to \(-1\) takes place at the \( t\)-th step, see FELLER [12] for a detailed description. Then the reflectance \( R \) is given by

\[
R = w_0(A) + w_1(A) + w_2(A) + \cdots.
\]

Now, by induction on \( t \) we infer from the independence of the absorption events \( w_t(A) = w_t(0) \cdot (1 - A)^t \) which together with (12) leads to

\[
R = \sum_{t=0}^{\infty} w_t(A) = \sum_{t=0}^{\infty} w_t(0) \cdot (1 - A)^t = R(1 - A)
\]

\(^9\) Please note that, related to our transition probabilities, in comparison with the traditional definition the role of \( \alpha \) and \( \beta \) are permanently exchanged.

\(^10\) the practical relevant cases
where $R(z)$ is the generating function for the first-passage time probability ignoring absorption. In other words, the reflectance $R$ is implicitly determined by the generating function of the corresponding first-passage time problem and, accordingly, an explicit treatment of absorption effects can be omitted.

## 3 The Distribution

In this section we consider only layers of infinite thickness ($d = \infty$). Thereby, our aim is the probability $w_t = w_t(0)$ that the first visit to $-1$ takes place at the $t$-th step. Since a traveling photon starting at level 0 needs an even number of steps for coming back to 0, the level $-1$ is only reachable for odd $t$, hence $w_t = 0$ for $t$ even. For $w_t$ the first and last step of the photon is from 0 to $-1$ which is by the initial condition (9) a turnabout and therefore we obtain $w_1 = q$. On the other hand, for all other odd $t$, $t \geq 3$, the last step to $-1$ is not a change in direction and has probability $p$. Then summing up over all possible values of $h$ leads to

$$w_t = p \cdot P_{t-1,0,1} + p \cdot P_{t-1,0,3} + \cdots + p \cdot P_{t-1,0,t-2}. \tag{14}$$

The calculation of the first values of $w_t$ by equation (8) shows

$$
\begin{align*}
   w_1 & = 1p^2q \\
   w_3 & = 1p^2q^3 + 1p^4q \\
   w_5 & = 1p^2q^5 + 3p^4q^3 + 1p^6q \\
   w_7 & = 1p^2q^7 + 6p^4q^5 + 6p^6q^3 + 1p^8q \\
   w_9 & = 1p^2q^9 + 10p^4q^7 + 20p^6q^5 + 10p^8q^3 + 1p^{10}q \\
   \ldots
\end{align*}
$$

A glance at the encyclopedia of integer Sequences discloses that the coefficients in this development are known as Narayana numbers$^{11}$, see [13], which can be formally inferred from the distribution

$$P_{t, \ell, h} = \begin{cases} 
   p^t & \text{if } h = 0 \text{ and } t = \ell \\
   \frac{2(t+h)h}{(t-\ell)^2} \left( \frac{\ell+h}{h} \right) \left( \frac{\ell-t}{h} \right) p^{t-h} q^h & \text{if } h \text{ odd and } t + \ell \text{ even} \\
   \frac{2\ell h}{(t-\ell)^2} \left( \frac{\ell+t}{h} \right) \left( \frac{\ell-t}{h} \right) p^{t-h} q^h & \text{if } h \geq 2 \text{ even and } t + \ell \text{ even} \\
   0 & \text{otherwise.}
\end{cases} \tag{15}$$

Induction on $t$ using equation (8) leads in case of an even $h$ to

$$P_{t, \ell, h} = \begin{align*}
   &p \cdot P_{\ell-1, \ell-1, h} + q \cdot P_{\ell-1, \ell-1, h-1} \\
   &\quad + \frac{2h(\ell-1)}{(t-\ell)^2-(\ell-1)^2} \left( \frac{\ell+h}{h} \right) \left( \frac{\ell-t}{h} \right) p^{t-h} q^h + \frac{2(t-1+h)(\ell-1)}{(t-\ell)^2-(\ell-1)^2} \left( \frac{\ell+h}{h} \right) \left( \frac{\ell-t}{h} \right) p^{t-h} q^h \\
   &\quad + \left[ \frac{2h(\ell-1)}{(t-\ell)^2-(\ell-1)^2} \left( \frac{\ell+h}{h} \right) \left( \frac{\ell-t}{h} \right) p^{t-h} q^h + \frac{2(t-1+h)(\ell-1)}{(t-\ell)^2-(\ell-1)^2} \left( \frac{\ell+h}{h} \right) \left( \frac{\ell-t}{h} \right) p^{t-h} q^h \right] \\
   &\quad = \frac{t+h}{t+\ell} \left( \frac{\ell+h}{h} \right) \left( \frac{\ell-t}{h} \right) p^{t-h} q^h
\end{align*}$$

$^{11}$ usually defined as $\frac{1}{h}{\binom{n}{1}}{\binom{n}{h}}$
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\[
\begin{align*}
&= \frac{2h\ell(t+\ell-2)}{(t^2-\ell^2)(t+\ell-2)} \left( \frac{\ell+1}{2h+1} \right) \left( \frac{\ell+1}{2h-1} \right) \ p^{l-h} q^h .
\end{align*}
\]

The odd case follows in a similar way:

\[
P_{i,\ell,h}^{(8)} = p \cdot P_{i-1,\ell+1,h} + q \cdot P_{i-1,\ell+1,h-1}
\]

\[
= \frac{2(t+1+h(t+1))}{(t-1)^2-(t+1)^2} \left( \frac{\ell+1}{2h+1} \right) \left( \frac{\ell+1}{2h-1} \right) \ p^{l-h} q^h + \frac{2(t+1)(t+1)}{(t-1)^2-(t+1)^2} \left( \frac{\ell+1}{2h+1} \right) \left( \frac{\ell+1}{2h-1} \right) \ p^{l-h} q^h
\]

\[
= \frac{2(t+1+h(t+1))}{(t-1)^2-(t+1)^2} \left( \frac{\ell+1}{2h+1} \right) \left( \frac{\ell+1}{2h-1} \right) \ p^{l-h} q^h
\]

Especially for \( t \) even, \( \ell = 0 \) and \( h \) odd we observe from (15)

\[
P_{i,0,h} = \frac{2}{t} \left( \frac{\ell}{2h+1} \right) \left( \frac{\ell}{2h-1} \right) \ p^{l-h} q^h \tag{16}
\]

implying together with (13) and (14)

\[
R = q \cdot (1-A) + \sum_{i \text{ odd}}^{\infty} 2 \left( \frac{\ell+1}{2h+1} \right) \left( \frac{\ell+1}{2h-1} \right) \ p^{l-h} q^h \cdot (1-A)^i . \tag{17}
\]

This explicit expression for the reflectance allows now combinatorial interpretations in connection with
lattice path combinatorics [13] or catwalks [14]. Note that summing up the coefficients of \( P_{i,\ell,h} \) over all values of \( h \) leads to the table 22.5 of [15] induced by \( U_n(x) \), the Chebyshev polynomials of the second kind. However for an intuitive comparison with the result of KUBELKA and MUNK (3) an additional closed formula of \( R \) is desirable.

4 An Adapted Random Walk

In the foregoing section we have shown that our scattering problem can successfully be treated as a
Markov chain. But this Markov chain does not harmonize well with the classical solution of a first-passage
time problem, namely a direct calculation of the generating function by the involved convolution equation.
For that reason we offer now an equivalent random process, no longer a Markov chain, which can be
adapted to the traditional argumentation. This new process is also suitable in the case of finite thickness \( d \).

The new concept is based on an alternative formulation of the transition probability without accounting
the turnabouts. Let \( X_{i} \) be again the random variable related to the position of the photon \( \ell = 0,1,2,\ldots \). In
contradiction to the classical case

\[
\lambda_{i-1,i} = \Pr(X_{i} = \ell \mid X_{i-1} = \ell - 1)
\]
we define the transition probability now as
\[ \lambda_{t-1,t} \overset{\text{def}}{=} \begin{cases} p & \text{if } X_{t-1} = \ell - 1 \land X_{t-2} = \ell - 2 \\ q & \text{if } X_{t-1} = \ell - 1 \land X_{t-2} = \ell \end{cases} \]
and
\[ \beta_{t-1,t+1} \overset{\text{def}}{=} \begin{cases} p & \text{if } X_{t-1} = \ell + 1 \land X_{t-2} = \ell + 2 \\ q & \text{if } X_{t-1} = \ell + 1 \land X_{t-2} = \ell, \end{cases} \]
respectively. Note that a change in direction is now indicated by the events
\[ X_{t-2} = \ell, X_{t-1} = \ell - 1, X_t = \ell \quad \text{and} \quad X_{t-2} = \ell, X_{t-1} = \ell + 1, X_t = \ell. \]
Because of our non-Markovian transition probability the initial condition \( P_{0,0} = 1 \) has to be extended to
\[ P_{0,0} = 1 \quad \text{and} \quad P_{-1,-1} = 1 \] (18)
or
\[ P_{0,0} = 1 \quad \text{and} \quad P_{-1,1} = 1. \] (19)
Both versions are possible and have their own right. The condition (18) describes the physical situation when the photon is getting into the layer. The second will be induced by recurrent events. Correspondingly, our notation has to refine. The bar in \( \bar{w}_t \) stand for the initial condition (19) where \( w_t \) means again the “first visit to -1 at \( t \)”-probability and \( d \) indicates the layer thickness which can be \( \infty \). Other variables are characterized in the same way.

Again we get \( w_t^d = 0 = \bar{w}_t \) for \( t \) even and immediately from the definition we obtain
\[ w_t^d = q \quad \text{and} \quad \bar{w}_t = p \] (20)
which induces
\[ \bar{w}_t = \frac{p}{q} \cdot w_t^d. \] (21)
Note that for \( t \geq 3 \) the probabilities \( \bar{w}_t \) and \( w_t^d \) are connected by an opposite identity
\[ \bar{w}_t = \frac{p}{q} \cdot w_t^d \] (22)
which can be verified easily by induction on \( t \). Let us now consider the case of infinite layer thickness. For odd \( t \geq 3 \) we observe
\[ w_t^\infty = p \cdot w_t^\infty \cdot \bar{w}_{t-2}^\infty + p \cdot w_t^\infty \cdot \bar{w}_{t-4}^\infty + \cdots + p \cdot w_{t-2}^\infty \cdot \bar{w}_t^\infty \] (23)
To show (23) the event leading to \( w_t^\infty \) is divided into a set of mutually exclusive events \( A_2,A_4,A_6,\ldots \). Clearly, for \( t \geq 3 \) the photon goes to 1 in the first step. Therefore, there exists a smallest subscript \( i \), \( 1 < i < t \), with \( X_i = 0 \). For every \( i \) the event \( A_i \) contains three blocks of trials.

**block B_1.** The photon goes to 1 in the first step.
**block** $B_2$. The photon needs exactly $i - 1$ further trials to reestablish the initial situation.

**block** $B_3$. It takes exactly $t - i$ further trials to reach $-1$.

These three events depend on non-overlapping blocks of transitions with, by definition, fixed values of $X_0$, $X_1$, $X_{i-1}$ and $X_i$. Every block forms a recurrent probability of type $w_i^r$ or $\overline{w}_i$. From the definition we get $\Pr(B_1) = p$. The events in $B_2$ assuming $X_0 = 0 \land X_1 = 1$ have the probabilities $w_{i-1}^r$ and the events in $B_3$ assuming $X_{i-1} = 1 \land X_i = 0$ can be expressed as $\overline{w}_i$. So the probability of the simultaneous realization of all three events is given by the product

$$
\Pr(B_1 \land B_2 \land B_3) = \Pr(B_1) \times \Pr(B_2 | B_1) \times \Pr(B_3 | B_1 \land B_2).
$$

Summing up over all possible $i$ completes (23). The recurrence (23) can now be simplified by

$$
\overline{w}_i = (20) p \quad \text{and} \quad \overline{w}_i = (22) \frac{q}{p} \cdot w_i^r \quad \text{for} \quad t \geq 3
$$

implying

$$
w_i^r = q \cdot w_i^r \cdot w_{i-2}^r + \cdots + q \cdot w_{i-4}^r \cdot w_3^r + p^2 \cdot w_{i-2}^r
$$

or equivalent

$$
w_i^r = (p^2 - q^2) \cdot w_{i-2}^r + q \cdot (w_i^r \cdot w_{i-2}^r + \cdots + w_{i-2}^r \cdot w_3^r).
$$

**Remark.** From (25) on the one hand and (14), (15) on the other hand it is now easy to verify $w_i = w_i^r$ and therefore the equivalence of our two probability models.

Now we are able to determine the generating function $R(z)$. We set $w_0^r = 0$ for convenience and $w_1^r = q$ was given in (20). Next note that

$$
w_i^r \cdot w_{i-2}^r + \cdots + w_{i-2}^r \cdot w_1^r
$$

is the $(t-1)$-th coefficient of $(R^r(z))^2$. Hence, we infer from (25)

$$
R^r(z) - q \cdot z = \sum_{i=2}^{\infty} \overline{w}_i \cdot z^i = \sum_{i=2}^{\infty} [(p^2 - q^2) \cdot w_{i-2}^r + q \cdot (w_i^r \cdot w_{i-2}^r + \cdots + w_{i-2}^r \cdot w_3^r)] \cdot z^i = (p^2 - q^2) \cdot z^2 \cdot R^r(z) + q \cdot z \cdot (R^r(z))^2.
$$

The physically reasonable solution of this quadratic equation is

$$
R^r(z) = \frac{1 + (q^2 - p^2) \cdot z^2 - \sqrt{(1 + (q^2 - p^2) \cdot z^2)^2 - 4 \cdot q^2 \cdot z^2}}{2 \cdot q \cdot z}.
$$

which is our analog to (5). In a similar way we find for $\overline{w}_i$, $t \geq 3$,

$$
\overline{w}_i = q \cdot w_1^r \cdot \overline{w}_i \cdot w_{i-2}^r + q \cdot w_3^r \cdot \overline{w}_i + \cdots + q \cdot w_{i-2}^r \cdot \overline{w}_i
$$

and as a consequence

$$
\overline{R}^r(z) - p \cdot z = q \cdot z \cdot R^r \cdot \overline{R}^r(z).
$$
or equivalent
\[ \tilde{R}^d(z) = \frac{p \cdot z}{1 - q \cdot z \cdot R^d(z)} = \frac{1 - (q^2 - p^2) \cdot z^2}{2 \cdot p \cdot z} \cdot \frac{1 + (q^2 - p^2) \cdot z^2 - \sqrt{(1 + (q^2 - p^2) \cdot z^2)^2 - 4 \cdot p^2 \cdot z^4}}{2 \cdot p \cdot z}. \] (28)

Note also that \( \tilde{R}^d(z) \) is obtained from \( R^d(z) \) by exchanging \( p \) and \( q \). Further, the equations (26) together with (17) result in
\[ 1 + (q^2 - p^2) \cdot z^2 - \frac{\sqrt{(1 + (q^2 - p^2) \cdot z^2)^2 - 4 \cdot p^2 \cdot z^4}}{2 \cdot p \cdot z} = q \cdot z + \sum_{i=1}^{\infty} \sum_{j=0}^{i} \left( \frac{i}{j + 1} \right) \left( \frac{1}{q} \right) p^{2(i-j)} q^{2j+1}. \]

Let us now turn to \( \tilde{W}^d \) for a bounded \( d \). Trivially, \( \tilde{W}^d = p \) and \( \tilde{R}^d(z) = p z \). Then, by induction on \( t \) we see \( \tilde{W}^d = 0 \) for even \( t \) and otherwise \( \tilde{W}^d = p, \tilde{W}^d = p q^2, \tilde{W}^d = p q^4, \tilde{W}^d = p q^6, \ldots \) which implies
\[ \tilde{R}^1(z) = p z + p q^2 z^3 + p q^4 z^5 + p q^6 z^7 + \cdots = \frac{p z}{1 - q^2 z^2}. \] (29)

For \( d \geq 2 \) the middle part of the recurrent events (block \( B_2 \)) in (27) have to be adapted to \( d - 1 \), hence
\[ \tilde{W}^d = q \cdot w_{12}^{d-1} \cdot \tilde{W}^d_{-2} + q \cdot w_{34}^{d-1} \cdot \tilde{W}^d_{-4} + \cdots + q \cdot w_{d-2}^{d-1} \cdot \tilde{W}^d_{-2}. \] (30)

Then the consideration of \( w_{12}^{d-1} \) (20) and \( w_{34}^{d-1} \) (22) shows
\[ \tilde{W}^d = (q^2 - p^2) \cdot \tilde{W}^d_{-2} + p \left( \tilde{W}^d_{-2} + \tilde{W}^d_{-4} + \cdots + \tilde{W}^d_{-2} \right) \] (31)
\[ \text{which together with} \]
\[ u = \frac{1 - (q^2 - p^2) \cdot z^2}{p z} \]
\[ \text{leads to} \]
\[ \tilde{R}^d(z) = \frac{p \cdot z}{1 - (q^2 - p^2) \cdot z^2 - p \cdot z \cdot R^{d-1}(z)} = \frac{1}{u - R^{d-1}(z)} \] (32)

The special type of continued fractions given in (32) have solutions as elementary variants of Chebyshev polynomials, see [16, p. 156], which can be verified as follows. Let \( U_n(x) \) be the Chebyshev polynomials of the second kind given by \( U_0(x) = 1, U_1(x) = 2 x \) and
\[ U_n(x) = 2 x \cdot U_{n-1}(x) - U_{n-2}(x) \quad \text{for } n \geq 2. \] (33)

Then the polynomials \( K_n(u, a, b) \) defined by
\[ K_0(u, a, b) = a, \quad K_1(u, a, b) = b \] (34)

and
\[ K_n(u, a, b) = u \cdot K_{n-1}(u, a, b) - K_{n-2}(u, a, b) \] (35)

satisfy
\[ K_n(u, a, b) = a \cdot U_n\left(\frac{u}{2}\right) + (b - au) \cdot U_{n-1}\left(\frac{u}{2}\right) \] (36)
for \( n \geq 1 \) which is easy to see by induction on \( n \). Now the standard solution of (32), see [17], is now given by

\[
\tilde{R}^d(z) = \frac{K_d(u,a,b)}{K_{d+1}(u,a,b)}
\]  

(37)

with

\[
u = \frac{1-(q^2-p^2)z^2}{pz}, \quad a = 1, \quad b = \frac{1}{pz}.
\]

On the other hand, in the same way as (27) the recurrence (30) implies

\[
\tilde{R}^d(z) = \frac{p \cdot z}{1-q \cdot z} \cdot \tilde{R}^{d-1}(z)
\]  

(38)

which together with (32) and (37) induces

\[
\tilde{R}^d(z) = \left(\frac{q^2-p^2}{q}\right)z + \frac{p}{q} \cdot \tilde{R}^d(z) = \left(\frac{q^2-p^2}{q}\right)z + \frac{p}{q} \cdot K_d(u,a,b).
\]

Finally we come to the transmittance \( T \). Let \( \nu_t^d \) be the probability that the photon’s first visit to \( d+1 \) takes place at the \( t \)-th step and let \( T^d(z) \) be the corresponding generating function. Then in analogy to the reflectance \( R \) the transmittance is implicitly determined by \( T = T^d(1-A) \). Thereby the foregoing concepts allow also the calculation of \( T^d(z) \). Obviously we observe \( \nu_t^0 = p, \nu_1^t = p^2 q^{t-2} \) for even \( t \geq 2 \) and \( \nu_t^1 = 0 \) for odd \( t \). Again, the case \( d \geq 2 \) can be reduced to \( d-1 \) implying

\[
\nu_{d+1}^d = p^{d+1},
\]

(39)

\[
\nu_t^d = \nu_{d+1}^d \cdot \frac{q^2}{q} + \nu_{d+2}^d \cdot \frac{q}{q} \sum_{l=0}^{d-2} \nu_{l+1}^d \cdot \frac{q}{q}.
\]

(40)

and \( \nu_t^d = 0 \) for \( t < d \) or \( t = d,d+2,d+4,\ldots \). From this we infer

\[
T^0(z) = pz = \tilde{R}^0(z), \quad T^1(z) = \frac{p^2 q^2}{1-q^2 z} = \tilde{R}^0(z) \cdot \tilde{R}^1(z)
\]

(41)

and for \( d \geq 2 \)

\[
T^d(z) = \sum_{l=0}^{d-1} \nu_l^d \cdot \frac{q^2}{q} + \nu_{d+2}^d \cdot \frac{q}{q} \sum_{l=0}^{d-2} \nu_{l+1}^d \cdot \frac{q}{q} = T^{d-1}(z) \cdot \tilde{R}^d(z).
\]

(42)

Iteration of (42) together with (37) leads to

\[
T^d(z) = \frac{K_d(u,a,b)}{K_{d+1}(u,a,b)} \cdot \frac{K_{d-1}(u,a,b)}{K_d(u,a,b)} \cdots \frac{K_1(u,a,b)}{K_2(u,a,b)} \cdot \frac{K_0(u,a,b)}{K_1(u,a,b)} = \frac{1}{K_{d+1}(u,a,b)}.
\]

(43)

5 Final Remark

Because of the unusual transition probability a random walk approach for light scattering in material was not obvious. But it seems that an adaption of the classical language of random walks to our application is natural and fruitful. In connection with this, thanks to the referees for their helpful hints. Although the discrete solution avoids some of the contradiction of the classical KÜBELKA-MUNK-theory and improves its accuracy the new concept appears more as an evolution than as a revolution. On the other hand, some interesting questions are offered by our analysis, for instance, the general role of Chebyshev polynomials in connection with scattering and transmission.
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