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We consider an extremal problem on labelled directed trees and applications to database theory. Among others, we will show explicit key systems on an underlying set of size $n$, that cannot be represented by a database of less than $2^{n(1-o(\log \log n/\log n))}$ rows.
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1 An extremal problem on labelled directed trees

A tree $F$ is called a directed tree, if there is a direction on the edges, so that a vertex $v_0$ (root) has only out-neighbours, and an arbitrary vertex $v \neq v_0$ has a uniquely determined in-neighbour $N(v)$. $N(v)$ denotes the out-neighbourhood of $v$. The set of the leaves of a tree $F$ is denoted by $\ell(F)$. Let $U$ be a (finite) set. A tree $F = F(U)$ is called labelled, if a subset $A(v)$ of $U$ is associated with each vertex $v$ of $F$.

For fixed integers $k \geq 1$, $\ell \geq 2$ and $U = \{1, 2, \ldots, m\}$ consider the family of labelled directed trees $\mathcal{F}_{k,\ell}(m)$, for which the vertices of each tree $F \in \mathcal{F}_{k,\ell}(m)$ are labelled as follows. The label of the root $v_0$ of $F$ is $A(v_0) = U$. For an arbitrary vertex $v$ of $F$ there is a disjoint partition $N(v) = \bigcup_{i=1}^{\ell} N_i(v)$ of its out-neighbourhood satisfying the following properties.

\begin{align*}
A(v) &\subseteq A(n(v)) \quad (v \neq v_0), & (1) \\
|A(v)| &\geq k + 1, & (2) \\
w_1, w_2 \in N_i(v) &\Rightarrow A(w_1) \cap A(w_2) = \emptyset \quad (1 \leq i \leq \ell), & (3) \\
w_1 \in N_i(v), w_2 \in N_j(v) &\Rightarrow |A(w_1) \cap A(w_2)| \leq k \quad (1 \leq i < j \leq \ell). & (4)
\end{align*}

Introduce the notation $T_{k,\ell}(m) = \max\{|\ell(F)| \mid F \in \mathcal{F}_{k,\ell}(m)\}$. If $k = 1$, we simply write $\mathcal{F}_{\ell}(m)$ for $\mathcal{F}_{1,\ell}(m)$ and $T_\ell(m)$ for $T_{1,\ell}(m)$.

Throughout the rest of the abstract we write simply $\log$ for $\log_2$. We have for $\mathcal{F}_\ell$ the following:
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Theorem 1.1

\[ T_2(m) \leq \frac{1}{2} m \log m. \] (5)

and equality holds if and only if \( m \) is a power of 2.

Theorem 1.2

\[ T_{\ell}(m) = \Theta(\ell m \log^\alpha m) \] (6)

for \( \ell \geq 3 \). Where \( \alpha = \alpha(\ell) = \log \ell \).

In [7], the magnitude of \( T_{k,\ell} \) was determined.

Proof of Theorem 1.1: We will use the concept of entropy [2] in the proof. Entropy is a measure of a random variable \( X \):

\[ H(X) = - \sum_i p_i \log p_i, \] (7)

where Prob\( (X = i) = p_i \). It is known, that

\[ H((X, Y)) \leq H(X) + H(Y). \] (8)

The proof is by induction on \( m \). (5) holds for \( m = 2 \). Suppose that the statement holds for every integer smaller than \( m \).

Let \( F \in \mathcal{F}_2^{(m)} \) be a tree with \( |\ell(F)| = T(m) \). Furthermore let \( N(v_0) = \{v_1, \ldots, v_s, w_1, \ldots, w_t\} \), \( N_1(v_0) = \{v_1, \ldots, v_s\} \), \( N_2(v_0) = \{w_1, \ldots, w_t\} \). Let us use the short notations \( A_i = A(v_i), a_i = |A_i|, (1 \leq i \leq s) \), \( B_i = A(w_i), b_i = |B_i|, (1 \leq i \leq t) \). The subtree of \( F \) of root \( v_i \) \((w_j)\) is denoted by \( F_i \) \(( F_{i+j} \), \( 1 \leq i \leq s \) \((1 \leq j \leq t) \).

By the induction hypothesis

\[ T(a_i) \leq \frac{1}{2} a_i \log a_i, \quad (1 \leq i \leq s), \quad \text{and} \quad T(b_i) \leq \frac{1}{2} b_i \log b_i, \quad (1 \leq i \leq t) \]

holds. So it is enough to prove that

\[ \sum_{i=1}^s a_i \log a_i + \sum_{i=1}^t b_i \log b_i \leq m \log m, \] (9)

since then

\[ T(m) = |\ell(F)| = \sum_{i=1}^{s+t} |\ell(F_i)| \leq \sum_{i=1}^s T(a_i) + \sum_{i=1}^t T(b_i) \]

\[ \leq \sum_{i=1}^s \frac{1}{2} a_i \log a_i + \sum_{i=1}^t \frac{1}{2} b_i \log b_i \leq \frac{1}{2} m \log m. \]
Let $s_1 = m - \sum_{i=1}^{s'} a_i$ and $s' = s + s_1$. Add $s_1$ disjoint sets $A_{s+1}, \ldots, A_{s'}$ of cardinality 1, such that $\{1, 2, \ldots, m\} = \bigcup_{i=1}^{s'} A_i$. We define $t_1, t'$ and the sets $B_{t+1}, \ldots, B_{t'}$ analogously. The sets $A_i$ ($1 \leq i \leq s'$) and $B_j$ ($1 \leq j \leq t'$) have the following properties:

\[ \{A_i, 1 \leq i \leq s'\} \text{ is a partition of } \{1, 2, \ldots, m\}, \tag{10} \]
\[ \{B_j, 1 \leq j \leq t'\} \text{ is a partition of } \{1, 2, \ldots, m\}, \tag{11} \]
\[ |A_i \cap B_j| \leq 1, 1 \leq i \leq s', 1 \leq j \leq t'. \tag{12} \]

Let $\Omega_X = \{1, 2, \ldots, m\}$ be the event space of the random variable $X$. Furthermore, let $X(\omega) = \omega$, $\omega \in \Omega_X$ and $\operatorname{Prob}(X = \omega) = 1/m$. Let us define another two random variables, $Y(X \in A_i) = i, 1 \leq i \leq s'$ and $Z(X \in B_j) = j, 1 \leq j \leq t'$. Then

\[ \operatorname{Prob}(Y = i) = \frac{a_i}{m} (1 \leq i \leq s') \quad \text{and} \quad \operatorname{Prob}(Z = j) = \frac{b_j}{m} (1 \leq j \leq t'). \]

The random variables $Y$ and $Z$ are well defined by (10) and (11). Furthermore, by (12) we get

\[ \operatorname{Prob}((Y, Z) = (i, j)) = \begin{cases} \operatorname{Prob}(X = k) = 1/m & \text{if } A_i \cap B_j = \{k\}, \\ 0 & \text{if } A_i \cap B_j = \emptyset. \end{cases} \]

So we have for the entropies of $Y, Z$ and $(Y, Z)$:

\[ H(Y) = \sum_{i=1}^{s'} \frac{a_i}{m} \log \frac{m}{a_i}, \quad H(Z) = \sum_{j=1}^{t'} \frac{b_j}{m} \log \frac{m}{b_j}, \]
\[ H((Y, Z)) = - \sum_{i=1}^{s'} \sum_{j=1}^{t'} \operatorname{Prob}((Y, Z) = (i, j)) \log \operatorname{Prob}((Y, Z) = (i, j)) = \sum_{i=1}^{m} \frac{1}{m} \log m = \log m. \]

Therefore, by (8) we get

\[ \log m \leq \sum_{i=1}^{s'} \frac{a_i}{m} \log \frac{m}{a_i} + \sum_{j=1}^{t'} \frac{b_j}{m} \log \frac{m}{b_j}, \]

which is equivalent to (9).

To prove Theorem 1.2 we need somewhat more counting. We could not find a straightforward way to generalize the concept of entropy for this case, although the idea of the proof is based on the previous proof. Note, that the constant in Theorem 1.2 for the upper bound can be roughly upperestimated by

\[ 2^{2 \cdot 10^{12 \ell^c}}. \tag{13} \]
2 An application to database theory

A subset \( K \) of the set \( \Omega(\Omega = n) \) of columns of a matrix, is called a key, if there are no two rows of the matrix agree in each of the columns of \( K \). If \( K \) is a key, then clearly all of its supersets are keys as well. On the other hand, for every nonempty \( K \subseteq 2^\Omega \) having this property there always exists a matrix, in which the system of keys is exactly \( K[[1,3]] \). Since the system of keys determines the system of minimal keys and vica versa, it is enough to consider Sperner families. Let \( K \) be a Sperner system, then let \( s(K) \) denote the minimum number of rows of such a matrix.

In [6], it was shown that there exist badly representable Sperner systems, namely of size

\[
s(K) > \frac{1}{n^2} \binom{n}{\frac{n}{2}}. \tag{14}\]

The proof of this theorem is not constructive. L. Rónyai’s observation is that the number of Sperner families that can be represented by a matrix of at most \( r \) rows is quite limited, and so \( r \) should be at least as big as in (14) to get a representation even for all antichains at the middle level of the Boolean lattice. In the following, we show an explicit badly representable Sperner system (quite far from the middle level), no worse is known up to now.

If \( K \) is a Sperner system, let \( K^{-1} \) denote the set of maximal elements, that are not contained in any superset of \( K \). Let \( K^{(k)} \) denote the complete \( k \)-uniform hypergraph.

**Theorem 2.1** [7] Let \( n = n_1 + n_2 + \ldots + n_t, n_i \leq s(1 \leq i \leq t) \). Let \( K_n = K^{(k)}_{n_1} + K^{(k)}_{n_2} + \ldots + K^{(k)}_{n_t} \). Then

\[
|K^{-1}_n| \leq T_\ell(s(K_n)) \tag{15}
\]

holds for \( \ell = \binom{s}{k-1} \).

**Proof Sketch:** [7] Suppose, that \( K_n \) is represented by a matrix of \( s(K_n) \) rows. We can construct recursively a labelled directed tree, \( F \in F_\ell(s(K_n)) \) having the property, that there is an injection from \( K^{-1}_n \) to the leaves of \( F \). Easy to see [4], that a representation of a Sperner family \( K \) should contain two rows, for each \( A \in K^{-1} \), that are equal in \( A \), but should not contain two rows that are equal in an element of \( K \). The construction is based on these properties and labelling is due to the equalities of the entries of the matrix in a certain (set of) column(s).

**Corollary 2.2** There exists a sequence of Sperner systems \( K_n \), such that

\[
s(K_n) > 2^{n(1-(26/3) \log n/\log n)} \tag{16}\]

holds for \( n \) large enough.

**Proof Sketch:** The elements of \( K^{-1}_n \) are exactly those, that contain precisely \( k-1 \) elements from each clique, \( K^{(k)}_{n_i} \). We apply Theorem 2.1 and Theorem 1.2 with the estimation (13), let \( n_i = s - 1 \) or \( n_i = s \), \( 1 \leq i \leq \lceil n/s \rceil \). We choose \( k = g(n) + 1 \) and \( s = 2g(n) + 1 \), so

\[
\left( \frac{2g(n)}{g(n)} \right)^{n/(2g(n)+1)} \leq \prod_{i=1}^{\lfloor n/s \rfloor} \binom{n_i}{k-1} = |K^{-1}_n|. \tag{17}\]
Some calculation support to choose $g(n) = \lceil \log n / 13 \rceil - 4$. Substituting into (17) we get (16).

The above theorem on labelled directed trees has been proved surprisingly widely applicable for proving, that certain Sperner families are badly representable. Recently, another interesting application has been found by the authors in the theory of combinatorial search.
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