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1 Introduction

Let $X_n = x_1, x_2, \ldots, x_n$ be a list of variables and denote by $\mathbb{Q}\langle X_n \rangle$ the algebra of polynomials in non-commutative variables with rational coefficients. We consider the algebra $\mathbb{Q}\langle X_n \rangle^{S_n}$ of polynomials in $\mathbb{Q}\langle X_n \rangle$ which are invariant under the action of the symmetric group $S_n$. In Bergeron et al. (2), this algebra is extended to the graded Hopf algebra $NCSym$ of symmetric functions in non-commutative variables (not to be confused with the algebra of non-commutative symmetric functions presented in Gelfand et al. (5)). The Hopf algebra $NCSym$ is analogous to the algebra of the ordinary symmetric functions in commutative variables and appears in many recent works, see for instance (6; 7; 1; 3; 2). The analogues of the monomial, elementary, homogeneous and power sum bases are defined in Rosas and Sagan (10) and are indexed by set partitions.

In Section 2, we recalled some basic facts about combinatorics of set partitions. In Section 3, we consider the Hopf algebra structure of that algebra. Section 4 contains some formulae for the product and coproduct, and expressions for a shuffle product on $NCSym$. One surprising thing that we found with this algebra is that all the bases defined by Rosas and Sagan (10) that are analogues multiplicative bases in the commutative algebra are also multiplicative and freely generated in the non-commutative version. We also found that the non-commutative homogeneous basis with the shuffle product is dual to
the non-commutative monomial basis with the usual coproduct, and the non-commutative monomial basis with the shuffle product is dual to the non-commutative homogeneous basis with the usual coproduct. This is very unusual and says that the bases defined by Rosas and Sagan \(^{10}\) also behave naturally under the shuffle product.

Although this work is preliminary, at the end we introduce and state a few results on the invariants of the hyperoctahedral group \(B_n\) in non-commutative variables \(X_n\). This algebra is indexed by the set partitions with at most \(n\) parts whose size are even. This makes clear the connection with the work of Orellana \(^9\) on the centralizer algebra \(End_{B_n}(V^\otimes k)\) and the invariants of \(B_n\).

## 2 Definitions and notations

Let \([n] = \{1, 2, \ldots, n\}\). A set partition of \(n\), denoted by \(A \vdash [n]\), is a family of disjoint nonempty subsets \(A_1, A_2, \ldots, A_k \subseteq [n]\) such that \(A_1 \cup A_2 \cup \ldots \cup A_k = [n]\). The subsets \(A_i\) are called the parts of \(A\) and the length \(\ell(A)\) of \(A\) is the number of its parts. The size of a set partition \(A\) is denoted by \(|A|\). To simplify the notation, we will write each part of \(A = \{A_1, A_2, \ldots, A_k\}\) as a word. Moreover, the parts of every set partition will be arranged by increasing value of the smallest element in the subset.

**Example.** The set partitions of 3 are

\[
\{1, 2, 3\}, \{12, 3\}, \{13, 2\}, \{1, 23\}, \{123\}.
\]

Assume that the parts of a set partition \(A\) are listed in decreasing order of size, then to \(A\) can be associated a partition \(\lambda(A) = (|A_1|, |A_2|, \ldots, |A_k|)\) and \(A! = \lambda(A)! = \lambda_1!\lambda_2! \cdots \lambda_k!\). The partition \(\lambda(A, B)\) will denote the partition whose \(i\)th part is the number of parts \(A_j\) such that \(A_j \subseteq B_i\), for \(1 \leq i \leq \ell(B)\).

**Example.** Consider \(A = \{136, 25, 4, 7\}\) and \(B = \{12356, 47\}\). Then

\[
\lambda(A) = (3, 2, 1, 1), \\
\lambda(A) = 3!2!, \\
\lambda(A, B) = (2, 2).
\]

The sign of a permutation \(\sigma = \sigma(1)\sigma(2) \cdots \sigma(n)\) is defined by \(\text{sgn}(\sigma) = (-1)^{\text{inv}(\sigma)}\), where \(\text{inv}(\sigma)\) is the number of inversions of \(\sigma\), i.e. the number of pairs \((\sigma(i), \sigma(j))\) such that \(i < j\) and \(\sigma(i) > \sigma(j)\). The sign \((-1)^A\) of a set partition \(A\) is the sign of any permutation obtained in the following way: the cycles of the permutation will be formed by taking the integers in each part of \(A\). A cycle of length \(l\) has sign \((-1)^{l-1}\), so if the permutation \(\sigma = c_1 \ldots c_k \in S_n\) is written in cycle notation, then \(\text{sgn}(\sigma) = (-1)^{l_1-1} \cdots (-1)^{l_k-1} = (-1)^{n-k}\). Hence the sign of a set partition \(A \vdash [n]\) is \((-1)^{n-\ell(A)}\).

**Example.** Consider \(A = \{1325, 4\}\). Then

\[
(-1)^A = (-1)^{5-2} = \text{sgn}(35241) = (-1)^{\text{inv}(35241)} = -1.
\]

Given \(S \subseteq [\ell(A)]\) with \(S = \{s_1, s_2, \ldots, s_k\}\), we define \(A_S = \{A_{s_1}, A_{s_2}, \ldots, A_{s_k}\}\). Then the standardisation of \(A_S\), \(\text{std}(A_S)\), is the set partition obtained by lowering the entries of \(A_S\) and keeping the values in relative order. We will also denote by \(A \downarrow S\) the set partition \(A\) restricted to the entries which are in \(S\) and \(A \uparrow S\) will mean raising the entries in \(A\) so that they remain in the same relative order, with the union of all parts equal to \(S\). Let \(S^c\) denotes the complement of \(S\).
Example. For \( S = \{1, 3, 4\} \) we get
\[
\text{st}(\{136, 25, 4, 7\}_S) = \{124, 3, 5\},
\]
\[
\text{st}(\{136, 25, 4, 7\} \downarrow_S) = \{12, 3\},
\]
\[
\{13, 2\} \uparrow_S = \{14, 3\}.
\]
For an arbitrary set \( S = \{s_1, s_2, \ldots, s_k\} \), \( S + n \) is defined to be \( \{s_1 + n, s_2 + n, \ldots, s_k + n\} \). Given two set partitions \( A \vdash [n] \) and \( B \), we can build the set partitions
\[
A|B = \{A_1, A_2, \ldots, A_{\ell(A)}, B_1 + n, B_2 + n, \ldots, B_{\ell(B)} + n\}.
\]
A set partition \( A \vdash [n] \) is called \textit{splittable} if there exists non-empty set partitions \( B \vdash [k] \) and \( C \vdash [n - k] \) such that \( A = B|C \), and is called \textit{non-splittable} if it is non-empty and not splittable. If \( A \) is splittable, then \( A^1 = (A^{(1)}, A^{(2)}, \ldots, A^{(d)}) \), where each \( A^{(i)} \) is non-splittable, will denote the split of \( A \). In that case, \( A^1 = (A^{(1)}|A^{(2)}| \ldots |A^{(d)}) \).

Example. Consider \( A = \{13, 25, 4\}, B = \{13, 2\} \) and \( C = \{1\} \). Then
\[
A|B|C = \{13, 25, 4, 68, 7, 9\}.
\]
There is an ordering (by refinement) on the set partitions defined as follow: We say that \( A \leq B \) if and only if each part of \( A \) is contained in some part of \( B \). Under this ordering, the set partitions of \( n \) form a lattice \( \Pi_n \). The greatest lower bound and the least upper bound of \( A \) and \( B \) will be respectively denoted by \( A \wedge B = \{A_i \cap B_j|1 \leq i \leq \ell(A), 1 \leq j \leq \ell(B)\} \) and \( A \vee B \). Each part in \( A \wedge B \) is both a union only of parts of \( A \) and a union only of parts of \( B \), with no proper subset having that property.

Example. We have
\[
\{136, 25, 4, 7\} \wedge \{167, 245, 3\} = \{16, 3, 25, 4, 7\},
\]
\[
\{136, 25, 4, 7\} \vee \{167, 245, 3\} = \{136, 245\}.
\]
The set partition \( 0_n = \{1, 2, \ldots, n\} \) is the minimal set partition and \( 1_n = \{12 \ldots n\} \) is the maximal set partition. The Möbius function of \( \Pi_n \) is given by
\[
\mu(A, B) = \left\{ \begin{array}{ll}
1 & \text{if } A = B, \\
\sum_{A \leq C < B} \mu(A, C) & \text{otherwise.}
\end{array} \right.
\]
The \textit{Kronecker delta} of two set partitions \( A \) and \( B \) is defined by
\[
\delta_{A,B} = \left\{ \begin{array}{ll}
1 & \text{if } A = B, \\
0 & \text{otherwise.}
\end{array} \right.
\]

3 Hopf algebra structure on NCSym
We will concentrate here on graded-connected Hopf algebras. These are defined as a graded algebra \((H, \mu)\) with unit, a graded coalgebra structure \((H, \Delta)\) with counit, such that the coproduct is a morphism with respect to the algebra structure, i.e. for \( f, g \in H \), \( \tau(f \otimes g) = g \otimes f \) and
\[
(\mu \otimes \mu) \circ (id \otimes \tau \otimes id) \circ (\Delta \otimes \Delta) = \Delta \circ \mu.
\]
The symmetric group $S_n$ acts naturally on $\mathbb{Q}(X_n)$ by

$$\sigma f(x_1, x_2, \ldots, x_n) = f(x_{\sigma(1)}, x_{\sigma(2)}, \ldots, x_{\sigma(n)}).$$

The algebra $\mathbb{Q}(X_n)^{S_n}$ of polynomials in $\mathbb{Q}(X_n)$ which are invariant under this action can be extended to the graded algebra

$$NCSym = \bigoplus_{d \geq 0} NCSym_d$$

of symmetric functions in non-commutative variables, where $NCSym_d$ is the linear span of all invariants of homogeneous degree $d$ in the infinite variables $x_1, x_2, x_3, \ldots$ non-commuting variables. This is done via an analogous technique to the one used in the commutative version (see (8) for technical references). The analogues of the bases of the symmetric functions in commutative variables are defined as follows. For $A \vdash [d]$, the monomial symmetric function in non-commutative variables is defined as

$$m_A = \sum_{(i_1, i_2, \ldots, i_d)} x_{i_1} x_{i_2} \ldots x_{i_d}, \quad (1)$$

where the sum is over all sequences $(i_1, i_2, \ldots, i_d)$ with $i_a = i_b$ if and only if $a$ and $b$ are in the same part in $A$. We refer the reader to (10) for the definition of the elementary symmetric function, the complete homogeneous symmetric function and the power sum function in non-commutative variables and changes of variables. In the last section, there is a table summarizing those ones. Written in terms of the monomial symmetric function in non-commuting variables, we have:

$$e_A = \sum_{B \wedge A = 0} m_B, \quad h_A = \sum_{B \setminus A \neq 0} m_B, \quad p_A = \sum_{B \geq A} m_B.$$

**Example.**

$$m_{(1,3,2)} = x_1 x_2 x_3 + x_2 x_1 x_3 + x_3 x_1 x_2 + x_1 x_3 x_2 + x_2 x_3 x_1 + \cdots$$

$$e_{(1,3,2)} = m_{(1,2,3)} + m_{(1,23)}$$

$$h_{(1,3,2)} = m_{(1,2,3)} + 2 m_{(1,3,2)} + m_{(1,23)} + 2 m_{(123)}$$

$$p_{(1,3,2)} = m_{(1,3,2)} + m_{(123)}.$$

In (2), they consider $NCSym = \bigoplus_{d \geq 0} NCSym_d$, where $NCSym_d$ is the linear span of $\{m_A\}_{A \vdash [d]}$, as a graded Hopf algebra with product and coproduct given respectively by

$$\mu : NCSym_d \otimes NCSym_k \to NCSym_{d+k}, \quad \Delta : NCSym_d \to \bigoplus \text{NCSym}_k \otimes \text{NCSym}_{d-k}.$$

$$\mu(m_A \otimes m_B) := \sum_{C \in \mathbb{P}_{d+k}} m_C \quad \Delta(m_A) = \sum_{S \subseteq [d]} m_{A_S} \otimes m_{A_{S^c}}$$

**4 Results on NCSym**

The first proposition shows that the non-commutative elementary basis is multiplicative.

**Proposition 1** We have $$e_A e_B = e_{A|B}.$$
Non-Commutative Invariants of $S_n$ and $B_n$

**Proof:** We have $p_A p_B = p_{A|B}$ (see (1)) and for $A \vdash [m]$, $e_A = \sum_{C \leq A} \mu(0_m, C)p_C$ (see Table 1).

Thus, for a set partition $B \vdash [n]$,

$$e_A e_B = \sum_{C \leq A} \mu(0_m, C)p_C \sum_{D \leq B} \mu(0_n, D)p_D$$

$$= \sum_{C \leq A} \sum_{D \leq B} \mu(0_m, C) \mu(0_n, D)p_{C|D}.$$

Now since $\{G : G \leq A|B\} = \{C|D : C \leq A|D \leq B\}$ is isomorphic to the cartesian product $\{C : C \leq A\} \times \{D : D \leq B\}$ and the Möbius function $\mu$ is multiplicative in the sense that $\mu(A, C) \mu(B, D) = \mu(A|B, C|D)$, then

$$e_A e_B = \sum_{C \leq A} \sum_{D \leq B} \mu(0_{m+n}, C|D)p_{C|D}$$

$$= \sum_{G \leq A|B} \mu(0_{m+n}, G)p_G = e_{A|B}.$$

From Proposition 1 we get the next corollary.

**Corollary 1** $NCSym$ is freely generated by the elements $e_A$, where $A$ is non-splitable.

**Proof:** Since the $e_A$ are multiplicative, we have that for $A^I = (A^{(1)}, A^{(2)}, \ldots, A^{(k)})$,

$$e_A = e_{A^{(1)}} e_{A^{(2)}} \cdots e_{A^{(k)}}.$$

Since the $e_A$ are linearly indpendant, then $\{e_A : A$ non-splitable $\}$ must be algebraically indpendant.

The next corollary also follows from Proposition 1 and use the involution $\omega : NCSym \rightarrow NCSym$ defined in (10), that sends $e_A$ to $h_A$, for all set partitions $A$ and linear extension.

**Corollary 2** We have

$$h_A h_B = h_{A|B}.$$  

Moreover, $NCSym$ is freely generated by the elements $h_A$, where $A$ is non-splitable.

**Proof:** This results from the sequence of equalities

$$h_A h_B = \omega(e_A) \omega(e_B) = \omega(e_A \cdot e_B) = \omega(e_{A|B}) = h_{A|B}.$$

The coproduct on the non-commutative elementary basis and the non-commutative homogeneous basis is next given. See the Appendix for some examples.

**Proposition 2** For $A \vdash [n]$, we have

$$\Delta(e_A) = \sum_{S \subseteq [n]} e_{st(A|S)} \otimes e_{st(A|S^C)}.$$
Proof: For $A \vdash [n]$, $e_A = \sum_{B \wedge A = 0_n} m_B$ (see Table 1). Therefore

$$\Delta(e_A) = \Delta \left( \sum_{B \wedge A = 0_n} m_B \right) = \sum_{B \wedge A = 0_n} \Delta(m_B) = \sum_{B \wedge A = 0_n} \sum_{T \subseteq \ell(B)} m_{st(B_T)} \otimes m_{st(B_T^c)}.$$ 

Note that the parts of every set partition are arranged by increasing value of the smallest element in the subset. Let

$$S_1 = \{(B, T) \mid B \wedge A = 0_n \text{ and } T \subseteq \ell(B)\},$$

$$S_2 = \{(C, D, S) \mid C \wedge st(A \downarrow_S) = 0_{|S|}, \ D \wedge st(A \downarrow_{S'}) = 0_{|S'|} \text{ and } S \subseteq [n]\}.$$ 

There is a bijection $\varphi : S_1 \rightarrow S_2$ defined by $\varphi((B, T)) = (st(B_T), st(B_{T^c}), B_{T_1} \cup B_{T_2} \cup \cdots \cup B_{T_{|T|}})$ with inverse $\varphi^{-1}((C, D, S)) = (C \uparrow_S \cup D \uparrow_{S'}, \{i \mid (C \uparrow_S \cup D \uparrow_{S'})_i \subseteq S\})$. Hence

$$\Delta(e_A) = \sum_{S \subseteq [n]} \left( \sum_{C \wedge st(A_{1_S}) = 0_{|S|}} m_C \right) \otimes \left( \sum_{D \wedge st(A_{1_{S'}}) = 0_{|S'|}} m_D \right) = \sum_{S \subseteq [n]} e_{st(A_{1_S})} \otimes e_{st(A_{1_{S'}})}.$$ 

The next lemma will be used in order to prove a formula for the coproduct on the $h$ basis.

Lemma 1 $(\omega \otimes \omega) \circ \Delta = \Delta \circ \omega$.

Proof: By applying $\Delta$ and since $\omega(p_A) = (-1^A)p_A$ (see Table 6), we get

$$(\omega \otimes \omega) \circ \Delta(p_A) = (\omega \otimes \omega) \left( \sum_{S \subseteq [\ell(A)]} p_{st(A_S)} \otimes p_{st(A_{S'})} \right)$$

$$= \sum_{S \subseteq [\ell(A)]} \omega(p_{st(A_S)}) \otimes \omega(p_{st(A_{S'})})$$

$$= \sum_{S \subseteq [\ell(A)]} (-1)^{st(A_S)}p_{st(A_S)} \otimes (-1)^{st(A_{S'})}p_{st(A_{S'})}.$$ 

Now observe that for any $S \subseteq [\ell(A)]$, $(-1)^{st(A_S)}(-1)^{st(A_{S'})} = (-1)^A$. Hence

$$(\omega \otimes \omega) \circ \Delta(p_A) = \sum_{S \subseteq [\ell(A)]} (-1)^Ap_{st(A_S)} \otimes p_{st(A_{S'})}$$

$$= (-1)^A \Delta(p_A) = \Delta((-1)^Ap_A) = \Delta \circ \omega(p_A).$$ 

$\square$
Corollary 3 For \( A \vdash [n] \), one has
\[
\Delta(h_A) = \sum_{S \subseteq [n]} h_{st(A|_S)} \otimes h_{st(A|_{S^c})}.
\]

Proof: Let \( \Delta(e_A) = \sum_{B,C} d_{A}^{B,C} e_B \otimes e_C \). Then
\[
\Delta(h_A) = \Delta \circ \omega(e_A) = (\omega \otimes \omega) \circ \Delta(e_A) \quad \text{(by Lemma I)}
\]
\[
= (\omega \otimes \omega) \left( \sum_{B,C} d_{A}^{B,C} e_B \otimes e_C \right) = \sum_{B,C} d_{A}^{B,C} \omega(e_B) \otimes \omega(e_C) = \sum_{B,C} d_{A}^{B,C} h_B \otimes h_C.
\]

Let \( u \) and \( v \) be monomials in \( \mathbb{Q}\langle X_n \rangle \) and \( \binom{[|u|]+|v|}{|u|} \) be the set of subsets of \( [|u|]+|v| \) with \( |u| \) elements. Let \( s = \{s_1,s_2,\ldots,s_{|u|}\} \) be an element of that set and let \( t = \{t_1,t_2,\ldots,t_{|v|}\} \) be its complement in \( [|u|]+|v| \). Then \( u \cup \downarrow s v \) is the monomial \( v \) such that \( u = w_1 w_2 \cdots w_{|u|} \) and \( v = w_{t_1} w_{t_2} \cdots w_{t_{|v|}} \). The shuffle of the monomial \( u \) with \( v \) is then defined to be
\[
u \cup \downarrow s v = \sum_{s \in \binom{[|u|]+|v|}{|u|}} u \cup \downarrow s v.
\]

Example.
\[
x_1 x_1 \cup \downarrow 1,2 x_1 x_2 = x_1 x_1 \cup \downarrow 1,2 x_1 x_2 + x_1 x_1 \cup \downarrow 1,3 x_1 x_2 + x_1 x_1 \cup \downarrow 1,4 x_1 x_2
\]
\[
+ x_1 x_1 \cup \downarrow 2,3 x_1 x_2 + x_1 x_1 \cup \downarrow 2,4 x_1 x_2 + x_1 x_1 \cup \downarrow 3,4 x_1 x_2
\]
\[
= x_1 x_1 x_1 x_2 + x_1 x_1 x_2 x_2 + x_1 x_1 x_2 x_1 + x_1 x_1 x_2 x_1 + x_1 x_1 x_2 x_1 + x_1 x_2 x_1 x_2.
\]

If the monomial basis of \( NCSym \) is expressed as a sum of words of non-commutative monomials as in equation \([1]\), we can define
\[
m_A \cup \downarrow m_B = \sum_C \alpha_{A,B}^C m_C,
\]
where
\[
\alpha_{A,B}^C = \# \left\{ S \in \binom{[|A|]+[|B|]}{|A|} \mid st(C \downarrow S) = A \text{ and } st(C \downarrow S^c) = B \right\}.
\]

This shuffle product is commutative and associative and corresponds exactly to what happens when one consider the shuffle of monomials. Considering the pairing defined on the bases of \( NCSym \) by \( \langle h_A, m_B \rangle = \delta_{A,B} \), we have the following theorem.

Theorem 1 Let \( f, g, h \in NCSym \). Then \( (\Delta(f), g \otimes h) = \langle f, g \cup \downarrow h \rangle \).

Proof: Since \( \langle h_A \otimes h_B, m_C \otimes m_D \rangle = \langle h_A, m_C \rangle \langle h_B, m_D \rangle \), then
\[
\langle \Delta(h_A), m_B \otimes m_C \rangle = \sum_{S \subseteq [|A|]} h_{st(A|_S)} \otimes h_{st(A|_{S^c})}, m_B \otimes m_C
\]
\[
= \sum_{D,E} \alpha_{A,D,E}^A \langle h_D \otimes h_E, m_B \otimes m_C \rangle = \alpha_{A,B,C}^D.
\]
On the other hand, \( \langle h_A, m_B \cup m_C \rangle = \langle h_A, \sum_D \alpha_{B,C}^D m_D \rangle = \sum_D \alpha_{B,C}^D \langle h_A, m_D \rangle = \alpha_{B,C}^A \). so the theorem follows.

**Corollary 4** Let \( \beta_{A,B}^C = \# \left\{ S \in \left( \ell(A) + \ell(B) \right) \left| st(C_S) = A \text{ and } st(C_{S^c}) = B \right. \right\} \). Then

\[
\langle h_A \cup h_B \rangle = \sum_C \beta_{A,B}^C h_C.
\]

**Proof:** Follows from Theorem 1 and the fact that

\[
\Delta(m_C) = \sum_{S \subseteq \ell(C)} m_{st(C_S)} \otimes m_{st(C_{S^c})} = \sum_{A,B} \beta_{A,B}^C m_A \otimes m_B.
\]

**Conjecture 1** Let \( \beta_{A,B}^C \) be the coefficients defined in Corollary 4. Then

\[
p_A \cup p_B = \sum_C \beta_{A,B}^C p_C.
\]

Given the previous conjecture, the following proposition follows from a simple calculation.

**Proposition 3** Let \( f, g \in NCsym \). Then \( \omega(f \cup g) = \omega(f) \cup \omega(g) \).

**Proof:** Since \( \omega(p_C) = (-1)^C p_C \) (see Table 6), then

\[
\omega(p_A \cup p_B) = \omega \left( \sum_C \beta_{A,B}^C p_C \right) = \sum_C \beta_{A,B}^C \omega(p_C) = \sum_C \beta_{A,B}^C (-1)^C p_C.
\]

Note that when \( \ell(A) + \ell(B) = \ell(C) \) then \( (-1)^A(-1)^B = (-1)^C \). In the definition of the shuffle product on the \( p \) basis, we certainly have \( \ell(A) + \ell(B) = \ell(C) \), so

\[
\omega(p_A \cup p_B) = \sum_C \beta_{A,B}^C (-1)^A(-1)^B p_C = (-1)^A(-1)^B p_A \cup p_B = \omega(p_A) \cup \omega(p_B)
\]

and the proposition follows.

The next corollary follows naturally from this proposition.

**Corollary 5** Let \( \beta_{A,B}^C \) be the coefficients defined in Corollary 4. Then

\[
e_A \cup e_B = \sum_C \beta_{A,B}^C e_C.
\]

**Proof:** \( e_A \cup e_B = \omega(h_A) \cup \omega(h_B) = \omega(h_A \cup h_B) = \omega(\sum_C \beta_{A,B}^C h_C) = \sum_C \beta_{A,B}^C e_C \).
5 Results on the invariants of the hyperoctahedral group

In some preliminary work, we also consider the analogue of type $B_n$ for $\mathbb{Q}(X_n)^{S_n}$. We consider the algebra $\mathbb{Q}(X_n)^{B_n} = \bigoplus_{d \geq 0} \mathbb{Q}(X_n)^{B_n}_{d}$ of polynomials in $\mathbb{Q}(X_n)$ which are invariant under the action of the hyperoctahedral group $B_n$ of signed permutations of $[n]$. The action of a signed permutation $\sigma \in B_n$ on $\mathbb{Q}(X_n)$ is characterized by sending a variable $x_i$ to $\pm x_{|\sigma(i)|}$, where $|\sigma(i)|$ is the absolute value of $\sigma(i)$.

One can show that a monomial basis of $\mathbb{Q}(X_n)^{B_n}$ is given by

\[ \{ m_A[X_n] \}_{|A| \leq n}, \]

where $A = \{ A_1, A_2, \ldots, A_{|A|} \}$ is a set partition and $m_A[X_n]$ is defined as in equation (1) with a finite number of variables. In other words, a monomial basis is indexed by the set partitions with at most $n$ parts of even cardinality. In (9), it has been proved that a basis for the centralizer algebra $\text{End}_{B_n}(V^{\otimes d})$ of $B_n$ is also indexed by the set partitions of $2k$ with at most $n$ parts of even cardinality. We have a correspondence between the centralizer algebra and the invariants of $B_n$ since

\[ \text{End}_{B_n}(V^{\otimes k}) \cong (V^{\otimes 2k})^{B_n} \cong \mathbb{Q}(X_n)^{B_n}_{2k}. \]

Lemma 2 Let $\alpha_{d,k}$ be the number of set partitions of $d$ of length $k$ with even parts. Then

\[ F_k(q) = \sum_{d \geq 0} \alpha_{d,k} q^d = \frac{1 \cdot 3 \cdot \ldots \cdot (2k - 1)q^{2k}}{(1 - q^2)(1 - 4q^2) \cdots (1 - k^2 q^2)}. \]

Proof: We have $F_k(q) = F_{k-1}(q) \left( \frac{(2k-1)q^2}{1 - q^2} \right)$, so

\[ F_k(q) = k^2 q^2 F_k(q) + q^2 F_{k-1}(q) + 2(k-1)q^2 F_{k-1}(q). \]

Taking the coefficient of $q^n$ on both sides yields the following recurrence:

\[ \alpha_{d,k} = k^2 \alpha_{d-2,k} + \alpha_{d-2,k-1} + 2(k-1) \alpha_{d-2,k-1}. \]

We would like to show that the number of set partitions of $d$ of length $k$ with even parts satisfies this same recurrence. Let us first denote by $C_{d,k}$ the set of set partitions of $d$ of length $k$ with even parts. For a set partition $A = \{ A_1, A_2, \ldots, A_k \}$, denote by $m_i$ and $m_i \setminus \{ d \}$ the greatest value of respectively $A_i$ and $A_i \setminus \{ d \}$. Order the parts of $A$ with the rule $A_i < A_j$ if and only if $m_i < m_j$. For $A \in C_{d,k}$, suppose that $d - 1 \in A_i$ and $d \in A_j$. Let

\[ E_1 = \{ A \in C_{d,k} | i = j, |A_i| = |A_j| > 2 \}, \quad E_2 = \{ A \in C_{d,k} | i < j, |A_i| \geq 2, |A_j| > 2 \}, \]

\[ E_3 = \{ A \in C_{d,k} | i > j, |A_i| > 2, |A_j| \geq 2 \}, \quad E_4 = \{ A \in C_{d,k} | i = j, |A_i| = |A_j| = 2 \}, \]

\[ E_5 = \{ A \in C_{d,k} | i < j, |A_i| \geq 2, |A_j| = 2 \}, \quad E_6 = \{ A \in C_{d,k} | i > j, |A_i| = 2, |A_j| \geq 2 \}. \]

These sets are clearly mutually disjoint, and $C_{d,k} = \bigcup_{i=1}^6 E_i$. 

Non-Commutative Invariants of $S_n$ and $B_n$
Define an injection \( f : C_{d,k} \to k^2C_{d-2,k} \cup C_{d-2,k-1} \cup 2(k-1)C_{d-2,k-1} \) by
\[
f(A) = \begin{cases} 
\{A_1, A_2, \ldots, A_i \{d-1, d\}, \ldots, A_k\} & \text{if } A \in E_1, \\
\{A_1, A_2, \ldots, A_i \{d-1\} \cup \{m_j\{d\}\}, \ldots, A_j \{d, m_j\{d\}\}, \ldots, A_k\} & \text{if } A \in E_2 \cup E_5, \\
\{A_1, A_2, \ldots, A_j \{d\} \cup \{m_i\{d-1\}\}, \ldots, A_i \{d-1, m_i\{d-1\}\}, \ldots, A_k\} & \text{if } A \in E_3 \cup E_6, \\
A \{\{d-1, d\}\} & \text{if } A \in E_4.
\end{cases}
\]

We have that \( f \) sends \( E_1 \cup E_2 \cup E_3 \) to \( k^2 \) copies of \( C_{d-2,k} \), \( E_4 \) to one copie of \( C_{d-2,k-1} \) and \( E_5 \cup E_6 \) to \( 2(k-1) \) copies of \( C_{d-2,k-1} \). Denote by \( C_{d-2,k} \) the \((i,j)\)-th copy of \( C_{d-2,k} \) and by \( C_{d-2,k-1} \) the \( i \)-th copy of \( C_{d-2,k-1} \). The inverse of \( f \) is defined as follows.
\[
f^{-1}(A) = \begin{cases} 
\{A_1, A_2, \ldots, A_i \{d-1, d\}, \ldots, A_k\} & \text{if } A \in C_{d-2,k}^{(i,j)}, \\
\{A_1, A_2, \ldots, A_i \{d-1\} \cup \{m_i\}, \ldots, A_j \{d, m_i\}, \ldots, A_k\} & \text{if } A \in C_{d-2,k}^{(i,j)}, \\
\{A_1, A_2, \ldots, A_j \{d\} \cup \{m_i\}, \ldots, A_i \{d-1, m_i\}, \ldots, A_k\} & \text{if } A \in C_{d-2,k}^{(j,i)}, \\
\{A_1, A_2, \ldots, A_j \{d\} \cup \{m_i\}, \ldots, A_i \{d-1\}, \ldots, A_k\} & \text{if } A \in C_{d-2,k-1}^{(i)}, \\
\{A_1, A_2, \ldots, A_i \{d-1\} \cup \{m_i\}, \ldots, A_k-1, \{d, m_i\}\} & \text{if } A \in C_{d-2,k-1}^{(j)}, \\
\{A_1, A_2, \ldots, A_i \{d-1\} \cup \{m_i\}, \ldots, A_k-1, \{d-1, m_i\}\} & \text{if } A \in C_{d-2,k-1}^{(i)}.
\end{cases}
\]

So \( |C_{d,k}| = \alpha_{d,k} \) because they satisfy the same recurrence. \( \square \)

From the previous lemma, and the fact that a basis of \( \mathbb{Q}(X_n)^{B_n} \) is indexed by the set partitions with at most \( n \) parts of even length, we get the following corollary.

**Corollary 6** The Poincare series for the algebra \( \mathbb{Q}(X_n)^{B_n} \) is
\[
\sum_{d \geq 0} \dim(\mathbb{Q}(X_n)^{B_n}) q^d = \frac{1}{|B_n|} \sum_{\sigma \in B_n} \frac{1}{1 - Tr(\sigma) q} = 1 + \sum_{k=1}^{n} \frac{1 \cdot 3 \cdot \ldots \cdot (2k-1) q^{2k}}{(1 - q^2)(1 - 4 q^4) \cdots (1 - k^2 q^2)}.
\]

**Proof:** The first equality is a non-commutative analogue of Molien’s Theorem, that has been proved by Dicks and Formanek (4). \( \square \)

6 Appendix

The next two tables summarize the changes of bases and operations on \( NC Sym \) bases. They are followed by some examples of the coproduct and shuffle product.
Non-Commutative Invariants of $S_n$ and $B_n$

<table>
<thead>
<tr>
<th>e</th>
<th>h</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_A$</td>
<td>$\sum_{B \leq A} (-1)^B \lambda(B, A)! h_B$</td>
<td>$\sum_{B \leq A} \mu(0, B)! p_B$</td>
</tr>
<tr>
<td>$h_A$</td>
<td>$\sum_{B \leq A} (-1)^B \lambda(B, A)! e_B$</td>
<td>$\sum_{B \leq A}</td>
</tr>
<tr>
<td>$m_A$</td>
<td>$\sum_{B \geq A} \mu(A, B) \sum_{C \leq B} \mu(C, B)e_C$</td>
<td>$\sum_{B \geq A} \mu(A, B)</td>
</tr>
<tr>
<td>$p_A$</td>
<td>$\mu(0, A) \sum_{B \leq A} \mu(B, A)e_B$</td>
<td>$\sum_{B \geq A} \mu(B, A)h_B$</td>
</tr>
</tbody>
</table>

**Tab. 1:** Changes of bases (see (10)). For $e_A$, $h_A$, $p_A$ in terms of $m$, see section 3.

<table>
<thead>
<tr>
<th>f</th>
<th>$f_A \cdot f_B$</th>
<th>$\Delta(f_A)$</th>
<th>$\omega(f_A)$</th>
<th>$f_A \cup f_B$</th>
</tr>
</thead>
<tbody>
<tr>
<td>e</td>
<td>$e_A \cdot B$</td>
<td>$\sum_{S \subseteq [n]} e_{st(A \mid S)} \otimes e_{st(A \mid S^c)}$</td>
<td>$h_A$</td>
<td>$\sum_{C \subseteq [n]} \beta_{A,B}^{C} e_{C}$</td>
</tr>
<tr>
<td>h</td>
<td>$h_A \cdot B$</td>
<td>$\sum_{S \subseteq [n]} h_{st(A \mid S)} \otimes h_{st(A \mid S^c)}$</td>
<td>$e_A$</td>
<td>$\sum_{C \subseteq [n]} \beta_{A,B}^{C} h_{C}$</td>
</tr>
<tr>
<td>m</td>
<td>$m_{C}$</td>
<td>$\sum_{S \subseteq [n]} m_{st(A \mid S)} \otimes m_{st(A \mid S^c)}$</td>
<td>?</td>
<td>$\sum_{C \subseteq [n]} \alpha_{A,B}^{C} m_{C}$</td>
</tr>
<tr>
<td>p</td>
<td>$p_A \cdot B$</td>
<td>$\sum_{S \subseteq [n]} p_{st(A \mid S)} \otimes p_{st(A \mid S^c)}$</td>
<td>$(-1)^A p_A$</td>
<td>$\sum_{C \subseteq [n]} \alpha_{A,B}^{C} p_{C}$</td>
</tr>
</tbody>
</table>

**Tab. 2:** Operations on NCSym bases, where $A \vdash [n]$ and $B \vdash [k]$.

<table>
<thead>
<tr>
<th>f</th>
<th>$f_{(124,3)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>h</td>
<td>$1 \otimes h_{(124,3)} + h_{(1)} \otimes h_{(12,3)} + 2 h_{(1)} \otimes h_{(13,2)} + h_{(1)} \otimes h_{(123)} + 3 h_{(12)} \otimes h_{(123)} + h_{(12,3)} \otimes h_{(123)} + 3 h_{(12,3)} \otimes h_{(123)} + 1$</td>
</tr>
<tr>
<td>m</td>
<td>$1 \otimes m_{(124,3)} + m_{(1)} \otimes m_{(123)} + m_{(123)} \otimes m_{(1)} + m_{(124,3)} \otimes 1$</td>
</tr>
<tr>
<td>f</td>
<td>$f_{(12)} \cup f_{(1,2)}$</td>
</tr>
</tbody>
</table>

**Tab. 3:** Examples of coproduct and shuffle product.
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