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A Parry number is a real number $\beta > 1$ such that the Rényi $\beta$-expansion of 1 is finite or infinite eventually periodic. If this expansion is finite, $\beta$ is said to be a simple Parry number. Remind that any Pisot number is a Parry number. In a previous work we have determined the complexity of the fixed point $u_\beta$ of the canonical substitution associated with $\beta$-expansions, when $\beta$ is a simple Parry number. In this paper we consider the case where $\beta$ is a non-simple Parry number. We determine the structure of infinite left special branches, which are an important tool for the computation of the complexity of $u_\beta$. These results allow in particular to obtain the following characterization: the infinite word $u_\beta$ is Sturmian if and only if $\beta$ is a quadratic Pisot unit.
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1 Introduction

A natural way to understand the combinatorial structure of an infinite word consists in studying its (factor) complexity function. The complexity function of an infinite word $u$ over a finite alphabet is defined as follows: $C(n)$ is the number of finite factors of length $n$ appearing in $u$. Clearly an infinite word $u$ is eventually periodic if and only if there exists some $n$ in $\mathbb{N}$ such that $C(n) \leq n$. The simplest aperiodic words have complexity $C(n) = n + 1$ for all $n$ in $\mathbb{N}$. Such words are called Sturmian words. The Fibonacci word is well known to be Sturmian, see for instance [13, Chapter 2]. The Fibonacci word is associated in a canonical way with the golden ratio.

Numeration systems where the base $\beta$ is not an integer have been wisely studied, and one can find definitions and results in [13, Chapter 7]. Let us recall the particular role played by some numbers. A Pisot number $\beta$ is an algebraic integer such that all its Galois conjugates are less than 1 in modulus. The golden ratio and the natural integers are Pisot numbers. Numeration systems in base a Pisot number play an important role in the modelization of quasicrystals. The first quasicrystal was discovered in 1984: it is a solid structure presenting a local symmetry of...
order 5, i.e., a local invariance under rotation of \( \pi/5 \), and it is linked to the golden ratio and to the Fibonacci substitution. The Fibonacci word is a historical model of a one-dimensional mathematical quasicrystal.

More generally, let \( \beta > 1 \) be a real number such that the Rényi expansion of 1 in base \( \beta \) is eventually periodic or finite; these numbers are called Parry numbers (simple if the Rényi expansion of 1 is finite). It is known that a Pisot number is a Parry number, [4, 18].

With a Parry number \( \beta \) is associated a substitution \( \varphi_\beta \) having a fixed point \( u_\beta \) (see next section for definitions). This substitution generates a tiling of the non-negative real line with a finite number of tiles [19, 8]. The vertices are labelled by the elements of the set of non-negative \( \beta \)-integers, which are real numbers having a \( \beta \)-expansion with no fractional part. The notion of \( \beta \)-integer has been introduced in the domain of quasicrystallography, see for instance [10].

Let us recall known results on complexity of infinite words \( u_\beta \) associated with \( \beta \)-expansions. The infinite word \( u_\beta \) is aperiodic and therefore has complexity \( C(n) \geq n + 1 \). Another general result about the complexity of \( u_\beta \) is derived from the fact that the complexity of a fixed point of a primitive substitution is a sublinear function, see for instance [1]. A substitution \( \xi \) over an alphabet \( A \) is called primitive, if there exists \( k \) in \( \mathbb{N} \) such that every letter \( b \) of \( A \) appears in the \( k \)-th iteration \( \xi^k(a) \) of every letter \( a \) in \( A \). It can be easily seen that the canonical substitution \( \varphi_\beta \) satisfies this condition. Therefore the complexity of the infinite word \( u_\beta \) is a sublinear function.

For the determination of the complexity \( C(n) \) of an infinite word \( u \) it is enough to know the first difference \( \Delta C(n) := C(n+1) - C(n) \) for all \( n \) in \( \mathbb{N} \). One can compute \( \Delta C(n) \) with the knowledge of left special factors (or right special factors) of \( u \), introduced by Cassaigne [5]. Left special factors are factors of \( u \) which have at least two left extensions in \( u \). The description of all left special factors and the cardinality of the corresponding left extensions is crucial for the determination of the complexity.

In a previous work [11] we have studied the complexity of infinite words associated with \( \beta \)-expansions for a simple Parry number \( \beta \). We recall some of the results. An infinite left special branch is an infinite word whose every prefix is a left special factor. Letters which belong to the extension of every prefix of an infinite left special branch are called its extensions.

**Theorem 1** [11] Let \( \beta \) be a simple Parry number with \( d_\beta(1) = t_1t_2\cdots t_m \). Then \( u_\beta \) has a unique infinite left special branch, namely \( u_\beta \) itself. Moreover, the left extensions of \( u_\beta \) are \( \{0, 1, \ldots, m - 1\} \).

This result implies that \( \Delta C(n) \geq m - 1 \). On the other hand, in the same paper we show using the structure of maximal left special factors that under some additional weak conditions one has \( \Delta C(n) \leq m \). The complexity of infinite words \( u_\beta \) for simple Parry numbers \( \beta \) is therefore well understood.

The present work is devoted to the case of Parry numbers \( \beta \) which are not simple. We describe the structure of infinite left special branches in the case that, in \( d_\beta(1) = t_1t_2\cdots t_m(t_{m+1}\cdots t_{m+p})^\omega \), all the coefficients \( t_i \)'s are positive (the integers \( m \) and \( p \) are chosen minimal). The situation is rather different according to whether the length \( p \) of the periodic part of \( d_\beta(1) \) is greater than or equal to 2, or is equal to 1.
Infinite special branches

If $p \geq 2$ then $u_\beta$ has a unique infinite left special branch, namely $u_\beta$ itself. Unlike the case of simple Parry numbers, here the set of left extensions of $u_\beta$ is equal to \{m, m + 1, \ldots, m + p - 1\}, Theorem 10.

If the length of the period of $d_\beta(1)$ is $p = 1$, then $u_\beta$ is not an infinite left special branch of itself, but there are $m$ different infinite left special branches, each of them having extension with two letters only, Theorem 13.

We then give an exact formula for the value of the complexity function in the case that $d_\beta(1) = ab^2$, Theorem 18; then $\beta$ is a quadratic Pisot number. From this and previous results from \[10\] and \[11\] follows that $u_\beta$ is a Sturmian word if and only if $\beta$ is a quadratic Pisot unit, i.e., $\beta$ is the largest of the roots of $x^2 = qx + 1$, $q \geq 1$, or $x^2 = qx - 1$, $q \geq 3$.

Sturmian words can be characterized by the property that they are binary words with exactly one left and exactly one right special factor of each length. A generalization of this notion are the Arnoux-Rauzy words, defined as words over an alphabet with $k$ letters, having exactly one left and exactly one right special factor of each length with $k$ extensions. In \[11\] we have shown that, for a simple Parry number $\beta$, $u_\beta$ is an Arnoux-Rauzy word if and only if $\beta$ is a confluent Pisot number, that is to say if $d_\beta(1) = t_1 \cdots t_l$, see \[9\] for definitions and properties of confluent numeration systems. Note that in \[2\] we completely describe the palindromic complexity of the word $u_\beta$ when $\beta$ is a confluent Pisot number. Here we are only able to prove that for non-simple Parry numbers $\beta$ with all the coefficients $t_i$’s positive, the infinite word $u_\beta$ is not an Arnoux-Rauzy word, Corollary 5.

We end this paper with some open problems. The situation is quite different if we allow some of the coefficients $t_i$’s to vanish. In \[11\] we have considered the Pisot number $\beta$ with $d_\beta(1) = 2(01)^\omega$, which appears in quasicrystallography as it presents a 7-fold symmetry. We have shown that in this case $u_\beta$ has two distinct infinite left special branches, and the complexity is equal to $C(n) = 2n + 1$.

From a result of Cassaigne \[6\] we know that the first difference $\Delta C(n)$ is bounded from above by a constant, for any word $u_\beta$ when $\beta$ is a Parry number. Computer experiments suggest the following conjecture: For all $n$ in $\mathbb{N}$

$$\#A - 1 \leq \Delta C(n) \leq \#A$$

where $\#A$ denotes the cardinality of the alphabet of $u_\beta$.

2 Preliminaries

2.1 Words and complexity

A word (finite or infinite) on a finite alphabet $A$ is an arbitrary (finite or infinite) concatenation of letters in the alphabet. The length of a finite word $w$, i.e., the number of its letters, is denoted by $|w|$. The set of finite words over the alphabet $A$ is denoted by $A^*$. Equipped with the operation of concatenation it is a free monoid. We will use the following notation $a^k = aa \cdots a$.

A morphism on $A^*$ is a map $\xi : A^* \to A^*$ for which $\xi(uw) = \xi(u)\xi(w)$ for all $u$ and $w$ in $A^*$. A morphism is uniquely determined by the words $\xi(a)$ for all $a$ in $A$. If $\xi(a)$ is a non-empty word for all $a \in A$ and if there exists a letter $a_0$ in $A$ such that $\xi(a_0) = a_0w$ for some non-empty word $w$,
then the morphism $\xi$ is called a substitution. The reader will find related results on substitutions in [16].

The action of a substitution can be naturally extended to infinite words $u = u_0u_1u_2 \cdots$ by the prescription $\xi(u) = \xi(u_0)\xi(u_1)\xi(u_2) \cdots$. An infinite word $u$ is invariant under a substitution $\xi$ (or is its fixed point), if $\xi(u) = u$. The infinite word $\lim_{n \to \infty} \xi^n(a_0)$ is a fixed point of $\xi$.

A finite word $w = w_0w_1 \cdots w_{n-1}$ is called a factor of $u$ of length $n$ if $w_0w_1 \cdots w_{n-1} = u_iu_{i+1} \cdots u_{i+n-1}$ for some $i$ in $\mathbb{N}_0$ (we denote by $\mathbb{N}$ the set of positive integers and by $\mathbb{N}_0$ the set of non-negative integers). The set of factors of $u$ of all lengths is denoted by $F(u)$. The factor complexity (or simply complexity) of the infinite word $u$ is the mapping $C : \mathbb{N} \to \mathbb{N}$ defined by

$$C(n) := \#\{w \mid w \in F(u), |w| = n\}.$$

One can compute $\Delta C(n) = C(n+1) - C(n)$ with the knowledge of left special factors or right special factors of $u$. We shall focus on left special factors defined as follows. Let $w$ be a factor of an infinite word $u$. The set of all letters $a$ such that $aw$ is a factor of $u$ is called left extension of $w$ and denoted by $\text{ext}(w)$,

$$\text{ext}(w) := \{a \in \mathcal{A} \mid aw \in F(u)\}.$$ 

If $\#\text{ext}(w) \geq 2$, then $w$ is called a left special factor of $u$.

The description of all left special factors and the cardinality of the corresponding left extensions is crucial for determination of the complexity, since the following simple relation holds

$$C(n+1) - C(n) = \sum_{w \in F(u), |w| = n} \left(\#\text{ext}(w) - 1\right). \quad (1)$$

An infinite word $v = v_0v_1v_2 \cdots$ is called an infinite left special branch of $u$ if every prefix of $v$ is a left special factor of $u$. Clearly, since $\text{ext}(w') \supseteq \text{ext}(w)$ for $w$ and $w'$ in $F(u)$ such that $w'$ is a prefix of $w$, the left extension of all sufficiently large prefixes of $v$ is constant. Thus we can define the left extension of the infinite left special branch $v$ by

$$\text{ext}(v) := \bigcap_{\text{ prefix of } v} \text{ext}(w).$$

A left special factor $w$ is called a maximal left special factor, if $\#\text{ext}(aw) = 1$ for all letters $a$ in $\mathcal{A}$. It is clear that every left special factor is a prefix of a maximal left special factor or of an infinite left special branch.

### 2.2 $\beta$-expansions and substitutions

For a real base $\beta > 1$, every non-negative real number $x$ can be represented in the form

$$x = x_k\beta^k + x_{k-1}\beta^{k-1} + x_{k-2}\beta^{k-2} + \cdots = \sum_{i=-\infty}^{k} x_i\beta^i,$$

where $x_i \in \{0, 1, \ldots, [\beta] - 1\}$. Moreover, if we require that for every $N \in \mathbb{Z}$, $N \leq k$, the condition $0 \leq x - \sum_{i=N}^{k} x_i\beta^i < \beta^N$ is fulfilled, then such a representation is unique, it is called the $\beta$-expansion of $x$ and it is denoted by

$$(x)_{\beta} = x_kx_{k-1} \cdots x_1x_0.x_{-1}x_{-2} \cdots.$$
The coefficients \( x_i \) can be obtained by a greedy algorithm [17]. A representation having only finitely many non-zero coefficients is said to be finite, and the trailing zeroes are omitted.

Numbers \( x \) such that the \( \beta \)-expansion of \(|x|\) is of the form \(|x|_\beta = x_k x_{k-1} \cdots x_0 000 \cdots \) are called \( \beta \)-integers, see [10], and the set of \( \beta \)-integers is denoted by \( \mathbb{Z}_\beta \). If \( \beta \) is an integer \( \geq 1 \), we have \( \mathbb{Z}_\beta = \mathbb{Z} \). If \( \beta \) is not an integer, the structure of \( \mathbb{Z}_\beta \) is determined by the so-called Rényi expansion \( d_\beta(1) \) of \( I \), which is defined using the map \( T_\beta(x) := \beta x - \lfloor \beta x \rfloor \) as the sequence

\[
d_\beta(1) = t_1 t_2 t_3 \cdots, \quad \text{where} \quad t_i = \lfloor \beta^{i-1} \rfloor \quad \text{for} \quad i \in \mathbb{N}\]

Parry in [14] has shown that a sequence of non-negative integers \( t_1 t_2 t_3 \cdots \) is a Rényi expansion \( d_\beta(1) \) of 1 for some \( \beta > 1 \) if and only if \( t_i t_{i+1} t_{i+2} \cdots \) is lexicographically strictly smaller than \( t_1 t_2 t_3 \cdots \) for every \( i \in \mathbb{N} \), \( i > 1 \). This in particular implies that \( t_i \leq t_1 \) for all \( i \in \mathbb{N} \).

From the construction of \( d_\beta(1) \) it is obvious that \( 1 = \sum_{i=1}^{\infty} t_i \beta^{-i} \). It can be shown that consecutive \( \beta \)-integers have distances of the form \( D_k = \sum_{i=1}^{\infty} t_{k+i} \beta^{-i} \) for \( k \in \mathbb{N}_0 \). The set of distances \( \{D_k \mid k \in \mathbb{N}_0\} \) is thus finite if and only if the Rényi expansion \( d_\beta(1) \) is eventually periodic [19]. Numbers with eventually periodic \( d_\beta(1) \) are called Parry numbers. Obviously, a Parry number is an algebraic integer. A Parry number is called simple if \( d_\beta(1) \) is finite, i.e.,

\[
d_\beta(1) = t_1 t_2 \cdots t_m \tag{2}
\]

where \( m \) in \( \mathbb{N} \) is such that \( t_m \neq 0 \). Otherwise

\[
d_\beta(1) = t_1 t_2 \cdots t_m (t_{m+1} \cdots t_{m+p})^\omega \tag{3}
\]

where in the period at least one of the coefficients is non-zero. Preperiod and period are not given uniquely, we shall assume that they have minimal length. In this case \( t_m \neq t_{m+p} \).

When \( \beta \) is a simple Parry number satisfying (2), the set \( \mathbb{Z}_\beta \) has \( m \) different distances \( \{D_i \mid i = 0, 1, \ldots, m-1\} \) between neighbours. If \( \beta \) is a Parry number with \( d_\beta(1) \) of the form (3), then there are \( m+p \) distances \( \{D_i \mid i = 0, 1, \ldots, m+p-1\} \). Identifying the distance \( D_i \) with \( i \), the sequence of distances between non-negative \( \beta \)-integers forms an infinite word \( u_\beta \) in the alphabet \( \{0, 1, \ldots, m-1\} \), resp. \( \{0, 1, \ldots, m+p-1\} \).

The infinite word \( u_\beta \) associated with the sequence of distances between consecutive \( \beta \)-integers for a Parry number \( \beta \) is the fixed point of a substitution \( \varphi = \varphi_\beta \) canonically associated with \( \beta \) [8]. For a simple Parry number \( \beta \) satisfying (2) this substitution is defined on the alphabet \( \mathcal{A} = \{0, 1, \ldots, m-1\} \) by

\[
\begin{align*}
\varphi(0) &= 0^t 1 \\
\varphi(1) &= 0^t 2 \\
& \quad \vdots \\
\varphi(m-2) &= 0^t m-1 \\
\varphi(m-1) &= 0^t m 
\end{align*}
\]

Thus \( u_\beta = \lim_{n \to \infty} \varphi^n(0) \).

For instance take \( \beta = \frac{1+\sqrt{5}}{2} \) the golden ratio. Then \( d_\beta(1) = 11 \), and the golden ratio is a simple Parry number. The substitution \( \varphi \) associated with \( \frac{1+\sqrt{5}}{2} \) is the Fibonacci substitution defined by

\[
\begin{align*}
\varphi(0) &= 01, \\
\varphi(1) &= 0.
\end{align*}
\]
The infinite word $u_\beta$ is the Fibonacci word

$$u_\beta = 0100101001 \cdots .$$

In case the Rényi expansion is infinite eventually periodic \((3)\) the substitution is defined on the alphabet $\mathcal{A} = \{0, 1, \ldots, m + p - 1\}$ by

$$
\begin{align*}
\varphi(0) &= 0^{t_1}1 \\
\varphi(1) &= 0^{t_2}2 \\
& \vdots \\
\varphi(m + p - 2) &= 0^{t_{m+p-1}}(m + p - 1) \\
\varphi(m + p - 1) &= 0^{t_{m+p}} 
\end{align*}
$$

and $u_\beta = \lim_{n \to \infty} \varphi^n(0)$.

### 3 Factors of $u_\beta$ of special type

From now on we shall consider Parry numbers $\beta$, which are not simple, \textit{i.e.}, such that their Rényi expansion is of the form $d_\beta(1) = t_1 t_2 \cdots t_m (t_{m+1} \cdots t_{m+p})^\omega$.

With the exception of Lemma 2 and Lemma 3 we focus on those $\beta$ which have all their coefficients in $d_\beta(1)$ positive, \textit{i.e.}, $t_i \geq 1$ for all $i$. Note that this assumption together with the Parry’s lexicographic condition on $d_\beta(1)$ implies that $t_1 \geq 2$. Such conditions help us to avoid technicalities, the ideas however could be generalized.

Lemma 2 can be proved easily by induction with the following notation: Let $v = w^k v'$, then $w^{-k} v = v'$. The symbol $\circ$ stands for concatenation.

**Lemma 2** For every $n$ in $\mathbb{N}$,

$$
\varphi^{n+m+p}(0) = (\varphi^{n+m+p-1}(0))^{t_1} (\varphi^{n+m+p-2}(0))^{t_2} \cdots (\varphi^{n}(0))^{t_{m+p}} \\
\circ (\varphi^{n}(0))^{-t_m} \cdots (\varphi^{n+m-2}(0))^{-t_2} (\varphi^{n+m-1}(0))^{-t_1} \varphi^{n+m}(0).
$$

The following lemma can be simply derived from the definition of the morphism $\varphi$.

**Lemma 3** Let $n$ be in $\mathbb{N}$. The word $\varphi^{m+n}(0)$ ends with the letter $m+k$, where $k \in \{0, 1, \ldots, p-1\}$ and $k \equiv n \pmod{p}$.

From now on we assume that in $d_\beta(1) = t_1 \cdots t_m (t_{m+1} \cdots t_{m+p})^\omega$, for each $i \geq 1$, $t_i \geq 1$, because in that case non-zero letters in the infinite word $u_\beta$ are separated by blocks of $0$’s. The following result describes the form of these blocks.

**Proposition 4** All factors of the infinite word $u_\beta$ of the form $X0^sY$, where $X$ and $Y$ are non-zero letters and $s$ is in $\mathbb{N}_0$, are precisely the following ones:

$$
\begin{align*}
k0^{t_1}1 & \quad \text{for } k = 1, 2, \ldots, m + p - 1, \\
10^{t_1}k & \quad \text{for } k = 1, 2, \ldots, m + p - 1, \\
10^{t_{m+p}} & \quad \text{for } m = 1, 2, \ldots, m + p - 1.
\end{align*}
$$
Proof: Since the substitution \( \varphi \) is primitive, every factor appears infinitely many times in its fixed point \( u_\beta \). From the definition of \( \varphi \) we see that for \( k \neq m \), the desired blocks are of the form \( X0^k \), where \( X \neq 0 \). For \( k = m \), the blocks are of the form \( X0^m = m \) and \( X0^{m+p} \).

Consider a block \( X0^k \) for \( k \geq 2 \). Such a block is a suffix of \( \varphi(0^{t_k}(k-1)) \). Since \( t_{k-1} > 0 \), we have \( \varphi(0^{t_k}(k-1)) = w0^t10^{t_k}k \) for some word \( w \), which implies that \( X = 1 \).

If \( k = m \), the block \( X0^{m+p} \) is a suffix of \( \varphi(0^{m+p}(m+p-1)) \). Since \( t_{m+p-1} > 0 \), we have \( \varphi(0^{m+p}(m+p-1)) = w0^t10^{m+p-1}m \) for some word \( w \), which implies that \( X = 1 \).

Let us describe the blocks of the form \( X0^k \). Since \( u_\beta = \lim_{n \to \infty} \varphi^n(0) \), \( \varphi^2(0) = (0^k1)^10^k2 \) and \( t_1 \geq 2 \), the word \( u_\beta \) contains the factor 10. Then it has also the factor \( \varphi(10) = 0^220^{t_1}1 \), and thus also 20. Similarly \( u_\beta \) has a factor \( k0 \) for every \( k \in \{1, 2, \ldots, m+p-2 \} \). This implies that \( u_\beta \) has factors \( \varphi(k0) = 0^k(k+1)0^{t_1}1 \). Thus the desired blocks are \( k0^{t_1}1 \) for \( k = 1, 2, \ldots, m+p-1 \).

Discussing all possibilities for the letter \( Y \), we have described all the blocks of the form \( X0^sY \), \( X,Y \neq 0 \).

The above proposition implies an interesting corollary. For all considered non-simple Parry numbers \( \beta \), the set of factors of \( u_\beta \) is not closed under mirror image. For, taking a \( k \) such that \( t_k < t_1 \), the set of factors contains the word \( 10^k \), but not the word \( k0^{t_1}1 \). However, invariance of the set of factors under mirror image is a necessary condition for a word to be an Arnoux-Rauzy word [7].

Corollary 5 Let \( d_\beta(t_1) = t_1 \cdots t_m(t_m+1 \cdots t_{m+p})^w \) with \( t_i > 0 \) for all \( 1 \leq i \leq m + p \). Then \( u_\beta \) is not an Arnoux-Rauzy word.

For further considerations we will use the following notation.

Remark 1 Assume that for some non-zero letter \( Y \) there exist distinct integers \( s,r \) such that \( X_10^sY \) and \( X_20^rY \) are in \( F(u) \) for some letters \( X_1 \neq 0 \) and \( X_2 \neq 0 \). From Proposition 4 it is obvious that necessarily \( Y = m \). The corresponding blocks are \( 10^s = m \) and \( 10^r = m \). In the sequel we use the following notation

\[
t := \min \{t_m, t_{m+p}\}.
\]

4 Pre-images of left special factors

The description of the structure of left special factors in the infinite word \( u_\beta \) is facilitated by the fact that every left special factor is given by an image of a shorter left special factor under the substitution. In this section we study the action of the substitution \( \varphi \) on the left special factors, depending on their left extensions.

Lemma 6 Let \( w \) be a left special factor of \( u_\beta \) containing a non-zero letter and such that \( 0 \in \operatorname{ext}(w) \). Then \( \operatorname{ext}(w) = \{0, 1\} \) and there exists a factor \( \tilde{w} \) of \( u_\beta \) such that \( w = 0^s[m\varphi(\tilde{w})0^r] \) where \( s \in \mathbb{N}_0, s \leq t_1 \) and \( \operatorname{ext}(\tilde{w}) \supseteq \{m-1, m+p-1\} \) and \( t \) is given by (7).

Proof: Let \( w \) be a left special factor of \( u_\beta \) containing a non-zero letter and such that \( 0 \in \operatorname{ext}(w) \).

Then there exists a prefix \( v \) of \( v \) of the form \( 0^\ell Y \) for some non-zero letter \( Y \) and some \( \ell \in \mathbb{N}_0 \). Let \( X \in \operatorname{ext}(w), X \neq 0 \). Since \( X0^\ell Y \) and \( 0^{t_1}Y \) are factors of \( u_\beta \), Remark 1 implies that \( Y = m, \ell = t \), and \( X = 1 \). The factor \( w \) is therefore of the form \( w = 0^t mw0^s \) for some \( s \in \mathbb{N}_0 \) and some...
and there exist a word $w$.

$w$ is a left special factor containing a non-zero letter. 

$\exists$ letters

5 Infinite left special branches for $d_{\beta}(1)$ with period of length $p \geq 2$

In this section we focus on the case that $p \geq 2$. We shall see further on that words $u_{\beta}$ such that $p = 1$ differ substantially from this case.

Combination of Lemma 2 and 3 leads to the fact that the word $\varphi^n(0)$ has at least $p$ left extensions, namely that $\text{ext}(\varphi^n(0)) \supseteq \{m, m+1, \ldots, m+p-1\}$.

**Corollary 8** Let $p \geq 2$. Then $u_{\beta}$ is an infinite left special branch of itself and 

$$\text{ext}(u_{\beta}) \supseteq \{m, m+1, \ldots, m+p-1\}.$$ 

The following lemma shows that the letters $0, 1, \ldots, m-1$ do not belong to the extension of any infinite left special branch.

**Lemma 9** Let $p \geq 2$. There exists a constant $K$ such that every left special factor $w$, whose left extension contains a letter $i \in \{0, 1, \ldots, m-1\}$, has length $|w|$ bounded by $K$.

**Proof:** Obviously, the largest factor of $u_{\beta}$ not containing a non-zero letter is $0^{s_1}$. Suppose that $w$ is a left special factor containing a non-zero letter.

First assume that $\text{ext}(w)$ contains the letter 0. According to Lemma 6 we have $\text{ext}(w) = \{0, 1\}$ and there exist a word $w_1$ and a non-negative integer $s_1 \leq t_1$ such that

$$w = 0^t m \varphi(w_1) 0^{s_1}, \quad \text{ext}(u_{\beta}) \supseteq \{m-1, m+p-1\}.$$
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Let us discuss the case \( p \geq m \). Lemma 7 implies that there exist a sequence of words \( w_2, w_3, \ldots, w_m \) and a sequence of non-negative integers \( s_2, s_3, \ldots, s_m \leq t_1 \) such that

\[
\begin{align*}
  w_1 &= \varphi(w_2)0^{s_2} & \text{ext}(w_2) &\supseteq \{m - 2, m + p - 2\}, \\
  w_2 &= \varphi(w_3)0^{s_3} & \text{ext}(w_3) &\supseteq \{m - 3, m + p - 3\}, \\
  & \vdots & \text{ext}(w_{m-1}) &\supseteq \{0, p\}. \\
  w_{m-1} &= \varphi(w_m)0^{s_m} & \text{ext}(w_m) &\supseteq \{0, p\}.
\end{align*}
\]

Since \( p \neq 1 \), the latter implies using Lemma 6 that \( w_m \) does not contain a non-zero letter, i.e., \( w_m = 0^{s_{m+1}} \), where \( s_{m+1} \leq t_1 \). The left special factor \( w \) is therefore of the form

\[
w = 0^{p}m\varphi^m(0^{s_{m+1}})\varphi^{m-1}(0^{s_m}) \cdots \varphi^2(0^{s_2})\varphi(0^{s_1})0^{s_1}
\]

(8)

Since \( s_i \leq t_1 \) and \( t \leq t_1 \), the length of the word \( w \) is bounded,

\[
|w| \leq 1 + t_1 + |\varphi^m(0^{s_1})\varphi^{m-1}(0^{s_2}) \cdots \varphi(0^{s_1})0^{s_1}|
\]

(9)

where the bound on the right hand side does not depend on \( w \). Let us now discuss the case \( m > p \). Again, using Lemma 7 we construct the sequence \( w_2, w_3, \ldots, w_m \). For \( w_p \) we obtain that \( \text{ext}(w_p) \supseteq \{m - p, m\} \). In the next step, two cases may occur, namely \( \text{ext}(w_{p+1}) \supseteq \{m - p - 1, m - 1\} \) and \( \text{ext}(w_{p+1}) \supseteq \{m - p - 1, m + p - 1\} \). For both of these cases we obtain that \( \text{ext}(w_m) \supseteq \{0, X\} \), with \( X \geq 2 \), and thus using Lemma 6 the word \( w_m \) is of the form \( w_m = 0^{s_{m+1}} \) for some \( s_{m+1} \leq t_1 \). Thus the original left special factor \( w \) can be written in the form (8) and its length is bounded as in (9).

It remains to prove that \( |w| \) is bounded, if \( \text{ext}(w) \) does not contain 0. Let us denote \( k = \min \{i \mid i \in \text{ext}(w)\} \). From the assumptions of the lemma we have \( 1 \leq k \leq m - 1 \). Pick \( j \) in \( \text{ext}(w) \) different from \( k \). Repeated application of Lemma 7 \( (k \text{ times}) \) leads to

\[
w = \varphi^k(w_k)\varphi^{k-1}(0^{s_k})\varphi^{k-2}(0^{s_{k-1}}) \cdots \varphi(0^{s_2})0^{s_1},
\]

for some sequence of non-negative integers \( s_1, \ldots, s_k \leq t_1 \) and a left special factor \( w_k \) of \( u_\beta \), satisfying \( \text{ext}(w_k) \supseteq \{0, X\}, X \geq 1 \). For such left special factor \( w_k \) the statement of this lemma has already been proved in the first part of the proof. Thus the length \( |w_k| \) is bounded by (9).

Since \( k \leq m - 1 \), also the length of the word \( |w| \) is bounded.

For the proof of the main theorem of this section we need to measure the diversity of two distinct infinite words \( u = u_1u_2u_3 \cdots \) and \( v = v_1v_2v_3 \cdots \). For that we introduce

\[
d(u, v) := \min \{i \in \mathbb{N} \mid v_i \neq u_i\}. \tag{10}
\]

The reciprocal value of \( d(u, v) \) is used for defining a distance between infinite words.

**Theorem 10** Let \( p \geq 2 \). Then \( u_\beta \) has a unique infinite left special branch, namely \( u_\beta \) itself. Moreover, \( \text{ext}(u_\beta) = \{m, m + 1, \ldots, m + p - 1\} \).

**Proof:** Let \( u \) be an infinite left special branch of \( u_\beta \). Using Lemma 9 for every sufficiently long prefix \( w \) of \( u_\beta \) we have \( \text{ext}(w) \subseteq \{m, m + 1, \ldots, m + p - 1\} \). Thus using Lemma 7 every infinite
left special branch of \( u_\beta \) is the image \( \varphi(\hat{u}) \) of some infinite left special branch \( \hat{u} \). The statement of the theorem will be proved by contradiction. Assume that \( u = u_1 u_2 u_3 \ldots \) and \( v = v_1 v_2 v_3 \ldots \) are distinct infinite left special branches of \( u_\beta \). Assume that among all infinite left special branches we have chosen the pair \( u, v \) such that \( d(u, v) \) is minimal. We find infinite special branches \( \hat{u}, \hat{v} \) in such a way that \( \varphi(\hat{u}) = u \) and \( \varphi(\hat{v}) = v \). From the definition of \( \varphi \) it is obvious that \( d(\hat{u}, \hat{v}) < d(u, v) \), which contradicts the choice of \( u, v \). Thus we have proved that there exists at most one infinite left special branch. According to Corollary 8 we derive that the unique left special branch is \( u_\beta \) and that \( \text{ext}(u_\beta) = \{m, m+1, \ldots, m+p-1\} \). \( \square \)

6 Infinite left special branches for \( d_\beta(1) \) with period of length \( p = 1 \)

Let us study the structure of infinite left special branches in case that the length of the period in the Rényi expansion \( d_\beta(1) \) is \( p = 1 \). Here we work with the alphabet \( \{0, 1, \ldots, m-1, m\} \), and the substitution \( \varphi \) is given as

\[
0 \mapsto 0^{m+1}, \quad 1 \mapsto 0^s 2, \quad \ldots, \quad (m-1) \mapsto 0^m m, \quad m \mapsto 0^{m+1} m.
\]

**Lemma 11** Let \( p = 1 \). Then there exists a constant \( K \) such that every left special factor \( w \) of \( u_\beta \) such that \( \{i, j\} \subset \text{ext}(w) \) and \( |i - j| \geq 2 \) has length smaller than \( K \).

**Proof:** Let \( w \) be a left special factor of \( u_\beta \) such that \( \{i, j\} \subset \text{ext}(w) \). Without loss of generality assume that \( i + 2 \leq j \). Either \( w \) is of the form \( w = 0^s \), then clearly \( |w| \leq t_1 \). Or \( w \) contains a non-zero letter, and then using Lemma 6 we have \( i \neq 0 \). Repeated application of Lemma 7 \( \ell \) times leads to

\[
w = \varphi^\ell(w_i) \varphi^{\ell-1}(0^s) \cdots \varphi^2(0^s) \varphi(0^s) 0^s
\]

for some non-negative integers \( s_1, s_2, \ldots, s_\ell \leq t_1 \), where \( w_i \) is a left special factor of \( u_\beta \) satisfying \( \text{ext}(w_i) \supset \{0, X\} \) for \( X \geq 2 \). Lemma 6 then implies that \( w_i = 0^{s_{i+1}} \) for some \( s_{i+1} \leq t_1 \). Since \( i \leq m - 2 \), the length of the word \( w \) is bounded by a constant independent of \( w \). \( \square \)

**Corollary 12** Let \( p = 1 \) and let \( u \) be an infinite left special branch of \( u_\beta \). Then \( \text{ext}(u) = \{i, i+1\} \) for some \( i \in \{0, 1, 2, \ldots, m-1\} \).

**Theorem 13** Let \( p = 1 \). Define infinite words

\[

\begin{align*}
v^{(0)} & := 0^m \varphi^m(0^m) \varphi^{2m}(0^m) \varphi^{3m}(0^m) \cdots, \\
v^{(1)} & := \varphi(v^{(0)}), \\
v^{(2)} & := \varphi(v^{(1)}), \\
& \vdots \\
v^{(m-1)} & := \varphi(v^{(m-2)}).
\end{align*}

\]

For every \( i \in \{0, 1, \ldots, m-1\} \), the word \( v^{(i)} \) is an infinite left special branch with left extension \( \text{ext}(v^{(i)}) = \{i, i+1\} \). The infinite word \( u_\beta \) has no other infinite left special branches.
Infinite special branches

Proof: Let \( u \) be an infinite left special branch of \( u_\beta \) such that \( 0 \in \text{ext}(u) \). Corollary 12 implies that \( \text{ext}(u) = \{0,1\} \). Due to Lemma 6 there exists an infinite left special branch of \( u^{(1)} \) such that \( u = 0^i \varphi(u^{(1)}) \) and \( \text{ext}(u^{(1)}) = \{m-1,m\} \). Lemma 7 and Lemma 11 implies that there exists an infinite left special branch \( u^{(2)} \) such that \( u^{(1)} = \varphi(u^{(2)}) \) and \( \text{ext}(u^{(2)}) = \{m-2,m-1\} \). In this way we obtain a sequence of infinite left special branches \( u^{(0)}, \ldots, u^{(m)} \), where \( u^{(m-1)} = \varphi(u^{(m)}) \) and \( \text{ext}(u^{(m)}) = \{0,1\} \). Together we have

\[
u = 0^i m \varphi^m(u^{(m)}) .
\]

We have shown that to every infinite left special branch \( u \) with \( \text{ext}(u) = \{0,1\} \) one can find another infinite left special branch \( u^{(m)} \) with the same extension. Moreover (11) holds true.

We show by contradiction that there cannot exist more than one infinite left special branch with \( \text{ext}(u) = \{0,1\} \). Assume the opposite, i.e., that both \( u, v \) are infinite left special branches with \( \text{ext}(u) = \text{ext}(v) = \{0,1\} \), moreover assume that the pair \( u, v \) is such that \( d(u, v) \) is minimal, where \( d(u, v) \) is defined in (10). Now we find \( u^{(m)} \) and \( v^{(m)} \) so that (11) is satisfied. From the definition of \( \varphi \) we obviously have \( d(u^{(m)}, v^{(m)}) < d(u, v) \), but \( u^{(m)}, v^{(m)} \) are infinite left special branches with \( \text{ext}(u, v) = \{0,1\} \), which contradicts the choice of \( u, v \).

If there exists an infinite left special branch \( u \) with \( \text{ext}(u) = \{0,1\} \), it must satisfy the equation of words

\[
u = 0^i m \varphi^m(u) .
\]

Thus \( u = 0^i m \hat{u} \) for some infinite word \( \hat{u} \). Substituting into (12) we obtain

\[
u = 0^i m \varphi^m(0^i m \hat{u}) = 0^i m \varphi^m(0^i m) \varphi^m(\hat{u}) .
\]

Thus \( \hat{u} = \varphi^m(0^i m) \hat{u} \) for some infinite word \( \hat{u} \), i.e., \( u = 0^i m \varphi^m(0^i m) \hat{u} \). Repeated substitution into (12) shows that the infinite word \( v^{(0)} \) defined in the assertion of the theorem is a unique candidate to be the infinite left special branch with \( \text{ext}(u, v) = \{0,1\} \). In order to prove that \( v^{(0)} \) is indeed the infinite left special branch, it suffices to realize that \( 0^i m \) is a left special factor and use an auxiliary statement:

If \( 0^i m w \) for some finite word \( w \) is a left special factor with \( \text{ext}(0^i m w) \supseteq \{0,1\} \), then \( 0^i m \varphi^m(0^i m) \varphi^m(w) \) is also a left special factor and its extension contains \( \{0,1\} \).

Lemma 7 implies that every left special branch with \( \text{ext}(i) \) is the \( i \)-th iteration under \( \varphi_\beta \) of an infinite left special branch with \( \text{ext}(0,1) \). Since such a branch is unique, namely \( v^{(0)} \), the only infinite left special branch with \( \text{ext}(i, i+1) \) is \( v^{(0)} = \varphi^i(v^{(0)}) \). This completes the proof. \( \square \)

7 Complexity of words \( u_\beta \) for quadratic Parry numbers

Quadratic Parry numbers have a simple characterization [12], namely that a quadratic irrational \( \beta > 1 \) is a Parry number if and only if it is a Pisot number, i.e., an algebraic integer with all conjugates in modulus strictly smaller than 1. In the quadratic case it results to all solutions of equations

\[
x^2 = qx + r, \quad q, r \in \mathbb{N}, \quad q \geq r, \quad \text{or}
\]

\[
x^2 = qx - r, \quad q, r \in \mathbb{N}, \quad q \geq r + 2.
\]
Thus the Rényi expansion $d_{\beta}(1)$ has for quadratic Parry numbers the form

$$d_{\beta}(1) = qr \quad \text{or} \quad d_{\beta}(1) = (q - 1)(q - r - 1)^s.$$ 

Here we shall study the case of non-simple Parry numbers. Note that $q - 1 > 0$ and $q - r - 1 > 0$ and thus we can use the results derived in previous sections under the condition that the coefficients of the Rényi expansion of 1 are all positive. For simplicity of notation we denote thus we can use the results derived in previous sections under the condition that the coefficients of the Rényi expansion of 1 are all positive. For simplicity of notation we denote $\hat{w}$ the empty word and $\hat{u}$ and $\hat{a}$ of the Rényi expansion of 1 are all positive. For simplicity of notation we denote $\hat{w}$ the empty word.

Thus the Rényi expansion $d_{\beta}(1)$ is a word over the binary alphabet $\{0, 1\}$ invariant under the substitution

$$\varphi(0) = 0^a1, \quad \varphi(1) = 0^b1, \quad \text{where} \quad a > b \geq 1$$

(13)

As a result of Section 6, we know that the word $u_{\beta}$ has a unique infinite left special branch, say $v$, which satisfies the word equation

$$v = 0^b1\varphi(v) = 0^b1\varphi(0^b1)\varphi^2(0^b1)\cdots.$$ 

(14)

In order to determine the complexity of the word $u_{\beta}$, we need to determine also the maximal left special factors.

Remark 2

(i) According to Proposition 4 there exist only two factors of $u_{\beta}$ of the form $X0^sY$, $X \neq 0$ and $Y \neq 0$, namely $10^a1$ and $10^b1$.

(ii) Since $a > b$, every maximal left special factor, which contains at least one letter 1 has the suffix $1^b$.

Proposition 14

(i) Every maximal left special factor $w$, which contains at least one letter 1 is of the form $w = 0^b1\varphi(\hat{w})0^b$, where $\hat{w}$ is a maximal left special factor.

(ii) If $a = b + 1$, then there is no maximal left special factor of the form $0^s$, $s$ in $\mathbb{N}$; if $a \geq b + 2$, then the maximal left special factor not containing a letter 1 is $0^{a-1}$.

Proof: Suppose that the maximal left special factor $w$ contains a letter 1. Since $0w$ and $1w$ are in $F(u_{\beta})$, statement (i) of Remark 2 implies that $w = 0^b1w'$ for some word $w'$. If $w'$ does not contain a letter 1, then (ii) of Remark 2 implies $w = 0^b10^b$, which is a prefix of the infinite left special branch $v$ of $u_{\beta}$, (cf. (14)). This is a contradiction with the maximality of $w$. Therefore using the statement (ii) of Remark 2 the word $w$ must be of the form $w = 0^b1w''10^b$ for some non-empty word $w''$. Since both $w = 00^b1w''10^b$ and $w = 10^b1w''10^b$ are factors of $u_{\beta}$, there exists a word $\hat{w}$ such that $\varphi(\hat{w}) = w''1$, and $1\hat{w}$ and $0\hat{w}$ belong to $F(u_{\beta})$, i.e., $\hat{w}$ is a left special factor of $u_{\beta}$. Assume that $\hat{w}$ is not a maximal special factor. Then there exists a letter $Y \in \{0, 1\}$, such that $0\hat{w}Y$ and $01\hat{w}Y$ are factors of $u_{\beta}$. The images of these two factors, namely $0^a1\varphi(\hat{w})\varphi(Y)$ and $0^b1\varphi(\hat{w})\varphi(Y)$ are also elements of $F(u_{\beta})$. Therefore $0^b1\varphi(\hat{w})\varphi(Y)$ is a left special factor and $w = 0^b1\varphi(\hat{w})0^b$ is its proper prefix which contradicts the maximality of $w$.

The statement (ii) of the proposition is obvious from (i) of Remark 2. \qed
Proposition 15 Let $w$ be a maximal left special factor of $u_\beta$. Then $0^b1\varphi(w)0^b$ is also a maximal left special factor of $u_\beta$.

Proof: Since $0w$ and $1w$ are factors of $u_\beta$, then also the words $\varphi(0w) = 0^a1\varphi(w)$ and $\varphi(01w) = 0^a101\varphi(w)$ belong to $F(u_\beta)$. Since $a > b$, the word $0^b1\varphi(w)$ is a left special factor of $u_\beta$. The word $0^b1\varphi(w)$ has the suffix 1, and the letter 1 is always followed by $0^b$. Thus $0^b1\varphi(w)0^b$ is also a left special factor. If it is not maximal, then either $0^b1\varphi(w)0^b1$ or $0^b1\varphi(w)0^b1$ is also a left special factor and thus $w1$ or $w0$ is a left special factor, which contradicts the maximality of $w$. □

Combining Propositions 14 and 15 we obtain the following corollary.

Corollary 16 Let $u_\beta$ be the infinite word invariant under the substitution (13).

1. The word $u_\beta$ contains maximal left special factors if and only if $a \geq b + 2$.

2. Let $a \geq b + 2$. Let $(U^{(k)})_{k \in \mathbb{N}}$ be the sequence of words satisfying the recurrent relation

\[
U^{(1)} = 0^{a-1},
\]

\[
U^{(k)} = 0^b\varphi(U^{(k-1)})0^b, \quad k \geq 2.
\]

The set of words $\{U^{(k)} | k \in \mathbb{N}\}$ coincides with the set of all maximal left special factors of $u_\beta$.

For a binary alphabet, the formula (1) for the first difference of the complexity function has the form

\[
\Delta C(n) = C(n + 1) - C(n) = \text{number of left special factors of length } n.
\]

If $a = b + 1$, then the number $\beta$ is a solution of $x^2 = (a + 1)x - 1$ and thus it is an algebraic unit. (Recall that an algebraic unit is a root of a polynomial with integer coefficients such that the leading and absolute coefficients are $\pm 1$.) According to the statement 1 of Corollary 16, the corresponding word $u_\beta$ has no maximal left special factors, and therefore every left special factor of $u_\beta$ is a prefix of the unique infinite left special branch of $u_\beta$. This implies that $\Delta C(n) = 1$ for every $n \in \mathbb{N}$. We deduce the following corollary, which says that $u_\beta$ is a Sturmian word for $r = a - b = 1$.

Corollary 17 Let $\beta > 1$ and let $\beta^2 = q\beta - 1$. Then the complexity $C(n)$ of the infinite word $u_\beta$ satisfies $C(n) = n + 1$ for every $n \in \mathbb{N}$.

In the following we therefore focus on the case $r \geq 2$, i.e., $a \geq b + 2$. Then every left special factor is a prefix of the infinite left special branch $v$ or of some maximal left special factor $U^{(k)}$, $k \in \mathbb{N}$. Note that it is not excluded that some of the left special factors are common prefixes of both. Therefore we define a sequence of words $(V^{(k)})_{k \in \mathbb{N}}$ as

\[
V^{(k)} = \text{the maximal common prefix of } v \text{ and } U^{(k)}.
\]

This means that for every $k \in \mathbb{N}$ there exists an infinite word $R_1^{(k)}$ and a non-empty finite word $R_2^{(k)}$ such that $v = V^{(k)}R_1^{(k)}$ and $U^{(k)} = V^{(k)}R_2^{(k)}$, and the words $R_1^{(k)}$, $R_2^{(k)}$ do not have a common prefix. Clearly $V^{(1)} = 0^b$. 


The recurrent relation for $U^{(k)}$ and the word equation (14) for the infinite left special branch $v$ imply that

$$
U^{(k)} = 0^b 1 \varphi(U^{(k-1)}) 0^b = 0^b 1 \varphi(V^{(k-1)}) \varphi(R_2^{(k-1)}) 0^b \\
v = 0^b 1 \varphi(v) = 0^b 1 \varphi(V^{(k-1)}) \varphi(R_1^{(k-1)})
$$

(15)

Since one of the words $R_1^{(k-1)}$, $R_2^{(k-1)}$ begins with 1 and the other with 0, then one of the words $\varphi(R_1^{(k-1)})$, $\varphi(R_2^{(k-1)})$ has the prefix $0^b 1$ and the other the prefix $0^a 1$. Comparing the words $U^{(k)}$ and $v$ in the relations (15) we obtain

$$
V^{(k)} = 0^b 1 \varphi(V^{(k-1)}) 0^b.
$$

Thus the word sequences $(U^{(k)})_{k \in \mathbb{N}}$ and $(V^{(k)})_{k \in \mathbb{N}}$ are given by the same recurrence relation; they differ by the initial word $U^{(1)} = 0^{a-1}$, $V^{(1)} = 0^b$. For the lengths of words of these sequences we therefore have

$$
|U^{(k)}| = |V^{(k)}| + (a - b - 1) |\varphi^{(k-1)}(0)|, \quad \text{for } k \in \mathbb{N}.
$$

(16)

From the definition of $U^{(k)}$ and $V^{(k)}$ it is obvious that the sequences of lengths $(|U^{(k)}|)_{k \in \mathbb{N}}$, $(|V^{(k)}|)_{k \in \mathbb{N}}$ are strictly increasing. In order to describe these sequences, we define the integer sequences $(G_k)_{k=0}^{\infty}$, $(H_k)_{k=0}^{\infty}$ by

$$
G_0 = H_0 = 1, \\
G_k = |\varphi^k(0)|, \quad H_k = |\varphi^k(1)|, \quad \text{for } k \in \mathbb{N}.
$$

Since

$$
\varphi^{(k)}(0) = \varphi^{(k-1)}(0^a 1) = (\varphi^{(k-1)}(0))^a \varphi^{(k-1)}(1), \\
\varphi^{(k)}(1) = \varphi^{(k-1)}(0^b 1) = (\varphi^{(k-1)}(0))^b \varphi^{(k-1)}(1),
$$

we obtain for the sequences $(G_k)_{k=0}^{\infty}$, $(H_k)_{k=0}^{\infty}$ the recurrence relations $G_0 = H_0 = 1$, $G_k = a G_{k-1} + H_{k-1}$, $H_k = b G_{k-1} + H_{k-1}$, for $k \geq 1$.

(17)

One can easily show by induction on $k$ that for $k \geq 2$

$$
V^{(k)} = \varphi(1) \varphi^2(1) \cdots \varphi^{(k-1)}(1) \varphi^{(k-1)}(0^b) \varphi^{(k-2)}(0^b) \cdots \varphi(0^b) 0^b.
$$

For the length $|V^{(k)}|$ we thus have

$$
|V^{(k)}| = b \sum_{i=0}^{k-1} G_i + \sum_{i=1}^{k-1} H_i = \sum_{i=1}^{k} H_i - 1
$$

(18)

and using the relation (16)

$$
|U^{(k)}| = \sum_{i=1}^{k} H_i - 1 + (a - b - 1) G_{k-1}.
$$

(19)
In order to show that for every \( n \in \mathbb{N} \) there exists at most one left special factor of length \( n \) which is not prefix of the infinite left special branch, it suffices to verify that
\[
|V^{(k)}| > |U^{(k-1)}| \quad \text{for every} \quad k \geq 2.
\]
We use (18) and (19) to see that it suffices to verify
\[
H_k > (a - b - 1)G_{k-2}.
\] (20)
Since \( G_k, H_k \) are positive integers, from the relations (17) we easily obtain
\[
G_k > aG_{k-1},
\] (21)
\[
G_{k+1} = (a+1)G_k - (a-b)G_{k-1}.
\] (22)
In order to verify the inequality (20) we rewrite its left hand side using the relations (17), (22) and estimate it using (21), to obtain
\[
H_k = G_{k+1} - aG_k = (b+1)G_{k-1} - (a-b)G_{k-2} > a(b+1)G_{k-2} - (a-b)G_{k-2} = (ab+b)G_{k-2}.
\]
Since for positive integers \( a, b, a > b \geq 1 \) it holds that \( ab + b > a - b - 1 \), the inequality (20) is satisfied.

The elements of the sequences \( (|U^{(k)}|)_{k \in \mathbb{N}}, (|V^{(k)}|)_{k \in \mathbb{N}} \) are thus ordered in the following way:
\[
|V^{(1)}| < |U^{(1)}| < |V^{(2)}| < |U^{(2)}| < |V^{(3)}| < |U^{(3)}| < \ldots \quad (23)
\]
Using the relations (18) and (22) we can easily derive that \( |V^{(k)}| \) satisfies
\[
|V^{(k+2)}| = (a+1)|V^{(k+1)}| - (a-b)|V^{(k)}| + 3b-a+1.
\]
Taking (19), we see that \( |U^{(k)}| \) satisfies the same recurrence relations but with different initial values.

The following theorem summarizes the results about the complexity function for \( u_\beta \) when \( \beta \) is a quadratic Parry number. The statement concerning non-simple Parry numbers follows from the above considerations; the part for simple Parry numbers can be derived from the general theorem proved in [11].

**Theorem 18** Let \( \beta \) be a quadratic Parry number. Then the complexity \( C(n) \) of the infinite word \( u_\beta \) satisfies
\[
C(n+1) - C(n) = \begin{cases} 1, & \text{if } U_{k-1} < n \leq V_k \quad \text{for some } k \in \mathbb{N}, \\ 2, & \text{if } V_k < n \leq U_k \quad \text{for some } k \in \mathbb{N}, \end{cases}
\]
where \( (U_k)_{k \in \mathbb{N}_0} \) and \( (V_k)_{k \in \mathbb{N}_0} \) are integer sequences defined by the recurrences
\[
U_{k+2} = qU_{k+1} - rU_k + 2q-3r-1, \quad \text{with} \quad U_0 = -1, \ U_1 = q - 2,
\]
\[
V_{k+2} = qV_{k+1} - rV_k + 2q-3r-1, \quad \text{with} \quad V_0 = -1, \ V_1 = q - r - 1,
\]
if $\beta^2 = q\beta - r$, for $q, r \in \mathbb{N}$, $q \geq r + 2$, and

$$U_{k+2} = qU_{k+1} + rU_k + 2q,$$  
with  
$U_0 = 1 - r^{-1}$,  
$U_1 = q + r - 1$,  

$$V_{k+2} = qV_{k+1} + rV_k + 2q,$$  
with  
$V_0 = 0$,  
$V_1 = q$,  

if $\beta^2 = q\beta + r$, for $q, r \in \mathbb{N}$, $q \geq r$.

Note that the sequences $(U_k)_{k \in \mathbb{N}_0}$ and $(V_k)_{k \in \mathbb{N}_0}$ are formally defined even in the unitary case $r = 1$, but then they coincide and the first difference of complexity is constantly equal to 1, whence $C(n) = n + 1$ for $n \in \mathbb{N}$. On the other hand, if $\beta$ is not a unit, then the above theorem implies that $C(n)$ is not a linear function.

In order to characterize Parry numbers $\beta$ for which $u_\beta$ is a Sturmian word, it suffices to realize that $C(1) = 2$ implies that $\beta$ is a quadratic integer. Thus we have the following corollary.

**Corollary 19** The infinite word $u_\beta$ associated with a Parry number $\beta$ is Sturmian if and only if $\beta$ is a quadratic Pisot unit.

### 8 Open problems and one more example

1) We have described the infinite left special branches only for those Parry numbers $\beta$ such that in $d_\beta(1) = t_1 \cdots t_m(t_{m+1} \cdots t_{m+p})^\omega$ all coefficients are positive. Under such assumptions and if $p \geq 2$, the infinite word $u_\beta$ has a unique infinite left special branch. The situation is quite different if we allow that some of the coefficients $t_i$ vanish. In [11] we consider the Pisot number $\beta$ with $d_\beta(1) = 2(01)^\omega$, which has two distinct infinite left special branches. The complexity in this case is equal to $C(n) = 2n + 1$.

2) The studied infinite words $u_\beta$ are invariant under a primitive substitution and therefore have sublinear complexity $C(n)$. From the result of Cassaigne [6] it follows that the first difference $\Delta C(n)$ is bounded from above by a constant. All our computer experiments show that the first difference of complexity of $u_\beta$ for a Parry number $\beta$ takes at most two values. More precisely, denote $\#A$ the cardinality of the alphabet of $u_\beta$.

**Conjecture 20** For all $n$ in $\mathbb{N}$

$$\#A - 1 \leq \Delta C(n) \leq \#A.$$

Let us mention the results and examples which support this conjecture.

- In [11] it is shown that for $d_\beta(1) = t_1t_2 \cdots t_m$ satisfying $t_1 > \max\{t_2, \ldots, t_{m-1}\}$ or $t_1 = t_2 = \cdots = t_{m-1}$ the conjecture holds true.

- The relation $d_\beta(1) = t_1 \cdots t_m(t_{m+1} \cdots t_{m+p})^\omega$ implies that $\beta$ is a root of the polynomial

$$\begin{align*}
(x^p - 1)(x^m - t_1x^{m-1} - t_2x^{m-2} - \cdots - t_m) & - t_{m+1}x^{p-1} - t_{m+2}x^{p-2} - \cdots - t_{m+p-1}x - t_{m+p}. 
\end{align*}$$

(24)
Infinite special branches

If this polynomial is irreducible, i.e., $\beta$ is an algebraic integer of degree $m + p$, we can use the result of Tijdeman [20], which implies that

$$\Delta C(n) \geq m + p - 1 = \#A - 1.$$  

Let us mention that for many non-simple Parry numbers $\beta$ the polynomial (24) is indeed irreducible.

- When $d_{\beta}(1) = t_1 \cdots t_m (t_{m+1})^2$ and $t_i > 0$ for all $i$, Theorem 13 implies that $\Delta C(n) \geq m = \#A - 1$. If moreover $m = 1$, then according to Theorem 18 we have $\Delta C(n) \leq \#A$.

- Most interesting is the case when $d_{\beta}(1) = t_1 \cdots t_m (t_{m+1} \cdots t_{m+p})^2$ with $p \geq 2$. The alphabet of the infinite word $u_{\beta}$ is $A = \{0, 1, \ldots, m + p - 1\}$, while Theorem 10 implies only $\Delta C(n) \geq p - 1$ instead of expected $m + p - 1$. The remaining contribution to the first difference of complexity can thus be obtained uniquely by maximal left special factors.

**Example 1** For illustration, let us study the structure of left special factors of the infinite word $u_{\beta}$ with $d_{\beta}(1) = 543(12)^2$. Such $\beta$ is a root of the irreducible polynomial $x^5 - 5x^4 - 5x^3 - 3x^2 + 3x + 1$. For the study of the complexity of the infinite word $u_{\beta}$ we have used the computer program [15]. The infinite word $u_{\beta}$ over the alphabet $A = \{0, 1, 2, 3, 4\}$ is the fixed point of the substitution

$$\varphi(0) = 0^51, \quad \varphi(1) = 0^42, \quad \varphi(2) = 0^33, \quad \varphi(0) = 04, \quad \varphi(0) = 0^23.$$  

Although according to Theorem 10 the infinite word $u_{\beta}$ is an infinite left special branch with extension $\{3, 4\}$, some prefixes of $u_{\beta}$ have larger extension, namely

- the prefix of $u_{\beta}$ of length $n \leq 4$ has the extension $\{0, 1, 2, 3, 4\}$,
- the prefix of $u_{\beta}$ of length $5 \leq n \leq 28$ has the extension $\{1, 2, 3, 4\}$,
- the prefix of $u_{\beta}$ of length $29 \leq n \leq 167$ has the extension $\{2, 3, 4\}$,
- all prefixes of $u_{\beta}$ longer than 167 are left special factors with extension only $\{3, 4\}$.

Figure 1 shows schematically the tree of left special factors of $u_{\beta}$. The cardinality of the extensions of the factors of given length is marked by the thickness of the lines.

Let us denote by $U^{(1)}$ the prefix of $u_{\beta}$ of length 4, by $U^{(2)}$ the prefix of $u_{\beta}$ of length 28, and by $U^{(3)}$ the prefix of $u_{\beta}$ of length 167. It is easy to see that

$$U^{(1)} = 0^4, \quad \text{ext}(U^{(1)}) = \{0, 1, 2, 3, 4\},$$
$$U^{(2)} = \varphi(U^{(1)})0^4, \quad \text{ext}(U^{(2)}) = \{1, 2, 3, 4\},$$
$$U^{(3)} = \varphi(U^{(2)})0^4, \quad \text{ext}(U^{(3)}) = \{2, 3, 4\}.$$  

The first maximal left special factor is

$$U^{(4)} = 0^23\varphi(U^{(3)})0, \quad \text{with ext}(U^{(4)}) = \{0, 1\}.$$  

This factor is of length 974 and the longest common prefix of $U^{(4)}$ and $u_{\beta}$ is $0^2$. Therefore in Figure 1 the broken line corresponding to $u^{(4)}$ and the half-line corresponding to $u_{\beta}$ have a common segment of length 2.
It can be shown that every other maximal left special factor can be obtained by the recurrence

\[ U^{(n)} = \varphi(U^{(n-1)})0^{s_n}, \quad \text{where} \quad s_n = \begin{cases} 1, & \text{if } n \text{ is even}, \\ 2, & \text{if } n \text{ is odd}. \end{cases} \]

Moreover, for all \( n \) the extension satisfies \( \#\text{ext}(U^{(n)}) = 2 \). The lengths of \( U^{(n)} \) for \( n = 5, 6, 7 \) and of the common prefixes of \( U^{(n)} \) and \( u_\beta \) are given in Figure 1.

Let us mention that even the factors \( U^{(1)}, U^{(2)}, U^{(3)} \) can be in some sense understood as maximal left special factors. For although they can be extended to the right by a letter \( a \in \mathcal{A} \) in such a way that \( U^{(i)}a \) is a left special factor, however for all such \( a \), we have \( \#\text{ext}(U^{(i)}/a) \geq 2 \).

Every left special factor \( w \) of length \( n > 167 \) has in its extension only 2 letters, i.e., every such left special factor contributes to the first difference of complexity by 1. \( \Delta C(n) \) is thus equal to the number of left special factors of length \( n \). The bottom line in Figure 1 shows the increment of complexity which is equal to 4 or 5 for every \( n \), which again supports Conjecture 20.

Notice that in this example the structure of maximal left special factors is essentially different from that of \( u_\beta \) for quadratic non-simple Parry numbers \( \beta \), see Section 7. Here the inequalities (23) say that the common prefix of \( u_\beta \) and \( U^{(n)} \) is longer than the previous maximal left special factor \( U^{(n-1)} \), i.e., the maximal left special factors do not overlap, unlike to our example.

3) As the last open problem let us mention the question for which \( \beta \) the infinite word \( u_\beta \) has other left special factors than prefixes of an infinite left special branch. This question is discussed in [11] for simple Parry numbers \( \beta \), i.e., for \( d_\beta(1) = t_1 \cdots t_m \). It is shown that if \( t_m \geq 2 \), then \( u_\beta \) has infinitely many maximal left special factors.

The condition \( t_m \geq 2 \) is however not necessary for existence of maximal left special factors. For example, the infinite word \( u_\beta \) corresponding to the simple Parry number \( \beta \) such that \( d_\beta(1) = 101000101 \) has a maximal left special factor [3]. In [11] it is shown that if \( t_1 > \max\{t_2, \ldots, t_{m-1}\} \) or \( t_1 = t_2 = \cdots = t_{m-1} \), then \( u_\beta \) has a maximal left special factor if and only if \( t_m \geq 2 \).
For non-simple Parry numbers $\beta$ the question of existence of maximal left special factors has been treated only in the quadratic case.
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