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We show how the ECO method can be applied to exhaustively generate some classes of permutations. A previous work initiating this technique and motivating our research was published in Acta Informatica, 2004, by S. Bacchelli, E. Barcucci, E. Grazzini and E. Pergola.

Keywords: ECO method, exhaustive generation, Bell permutations, involutions, derangements.

1 Introduction

There is a significant literature on the exhaustive generation of permutations, see for instance (11; 15; 17; 24; 25) and (21) for a survey. More recently, great interest was given to the generation of particular classes of permutations, see for example (3; 4; 5; 6; 9; 10; 18; 27) and the references therein.

In this paper we show how the ECO method can be applied to exhaustively generate unrestricted permutations, Bell permutations, involutions, fixed point free involutions and derangements. The obtained algorithms are new, run in constant amortized time and are easy to implement and to understand. Actually there already exist, more or less ad hoc, efficient generating algorithms for these classes of permutations. For example, unrestricted permutations are generated looplessly in (11), Bell permutations by a CAT algorithm in (18), involutions looplessly in (27), derangements are generated in Gray code order by a CAT algorithm in (6). Here we emphasize a general unified ECO method based approach.

This note is the extended form of its preliminary conference version (26).

ECO operators and rules

We just restate the definition of an ECO operator as it is formalized in (2; 12). Let $O$ be a class of combinatorial objects and $O_n$ the subclass of objects of size $n$. An operator $\vartheta$ on the class $O$ is a family of functions (one for each $n$) $\vartheta : O_n \rightarrow 2^{O_{n+1}} \cup 2^{O_{n+2}}$ with $2^{O_n}$ being the power set of $O_n$. If the operator $\vartheta$ satisfies the following conditions:

1. if $x_1, x_2 \in O$, and $x_1 \neq x_2$, then $\vartheta(x_1) \cap \vartheta(x_2) = \emptyset$,
2. for each $y \in O_n$, $n \geq 1$, there exists a unique $x \in O_{n-1} \cup O_{n-2}$ such that $y \in \vartheta(x),
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then \( \vartheta(x) \cap O_n \) is a partition of \( O_n \), \( n \geq 1 \), and \( \vartheta \) is called an ECO operator.

In addition, if

1. for each \( x \in O_n \) and \( y \in \vartheta(x) \) one can compute \( y \) from \( x \), and conversely, in constant time and constant size extra-space,

then we call \( \vartheta \) uniform. So, uniformity has an algorithmic meaning.

An ECO (or succession) rule corresponding to an ECO operator is a formal system consisting of a root \( e_0 \) and a set of productions of the form

\[
(k) \xrightarrow{1} (e_1(k))(e_2(k)) \ldots ((e_j)(k))
\]

\[
(k) \xrightarrow{2} (e_{j+1}(k))(e_{j+2}(k)) \ldots ((e_k)(k))
\]

where \( e_0 \) and each \( e_i(k) \), \( 1 \leq i \leq k \), are integers. The right side of these productions are sequences of parenthesed integers.

An ECO rule explains how, to an object \( x \in O_n \) with \( \text{card}(\vartheta(x)) = k \), the operator \( \vartheta \) associates its \( k \) successors \( y_1, y_2, \ldots, y_j \in O_{n+1} \), \( y_{j+1}, y_{j+2}, \ldots, y_k \in O_{n+2} \) with \( \text{card}(\vartheta(y_i)) = e_i(k) \). Note that in productions above the size of objects does not occur explicitly, and when each object of size \( n \) has only successors of size \( n + 1 \), then these productions can be expressed simply

\[
(k) \quad \mapsto \quad (e_1(k))(e_2(k)) \ldots ((e_k)(k)).
\]

**Permutations**

Let \( \mathcal{S}_n \) denote the set of all length-\( n \) permutations and for a \( \pi \in \mathcal{S}_n \) we denote by \( \pi \) the permutation in \( \mathcal{S}_{n+1} \) such that \( \pi(i) = \pi(i) \) for all \( i, 1 \leq i \leq n \), and \( \pi(n + 1) = n + 1 \). \( (j,k) \) is the transposition of \( i \) and \( j \), that is the permutation \( \pi \) of appropriate length with \( \pi(i) = i \) for all \( i \), except \( \pi(j) = k \) and \( \pi(k) = j \). For two permutations \( \pi, \sigma \in \mathcal{S}_n \), \( \pi \cdot \sigma \) denotes their product, i.e., the permutation in \( \mathcal{S}_n \) with \( \pi \cdot \sigma)(i) = \pi(\sigma(i)) \) for all \( i \). For example, if \( \pi, \sigma \in \mathcal{S}_4 \) with \( \pi = 2314 \) and \( \sigma = 3412 \in \mathcal{S}_4 \), then \( \pi \cdot \sigma = 1423 \).

Fact 1 stated below gives a recursive construction for \( \mathcal{S}_n \). It is based on the ECO operator

\[
\vartheta : \mathcal{S}_n \to 2^{\mathcal{S}_{n+1}},
\]

\[
\pi \xrightarrow{\vartheta} \{\pi \cdot (i,n+1) \mid 1 \leq i \leq n\} \cup \{\pi\}.
\]

The first three levels of this recursive construction are depicted in Figure 1(a). For instance, \( \vartheta(1) = \{21,12\} = \mathcal{S}_2 \) and \( \vartheta(21) = \{312,231,213\} \subset \mathcal{S}_3 \). The ECO rule corresponding to this ECO operator is (see the first row of Table 1).

\[
\text{root} : (2)
\]

\[
\text{rule} : (k) \quad \mapsto \quad (k+1)^k
\]

which means that:

- the root permutation, i.e. the length-1 permutation, has two successors, and
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- if a permutation has \( k \) successors, then each of them has in turn \( k + 1 \) successors, that is, each \( c_i(k) \) equals \( k + 1 \).

**Fact 1** \( S_1 = \{1\} \). If \( \pi \in S_t, \ t \geq 1 \), then

- for any \( i \in \{1, 2, \ldots, t\} \) the permutation \( \pi \cdot (i, t + 1) \) is in \( S_{t+1} \).
- the permutation \( \pi \) is in \( S_t \).

Moreover, any permutation in \( S_t, \ t \geq 2 \), can be uniquely obtained from a permutation in \( S_{t-1} \) by one of the two transformations above.

The algorithmic implementation of this construction is given by the recursive procedure in Algorithm 1. Note that, if in this algorithm the last recursive call of \( \text{genPerm}(t+1) \) is removed, then it produces 1-cycles, that is, permutations consisting of a single cycle. In this case, the first levels of the obtained generating tree are presented in Figure 1(b), and this tree is the restriction to 1–cycles of the generating tree for unrestricted permutations in Figure 1(a).

**Algorithm 1** Algorithm producing exhaustively length-\( n \) permutations. \( n \) and \( \pi \) are both global variables and initially \( \pi \) is \( 1 \ 2 \ 3 \ldots \ n \in S_n \). The main call is \( \text{genPerm}(1) \) and the statement \( \pi := \pi \cdot (i, t + 1) \) after each recursive call restores the value of \( \pi \) before this call.

```plaintext
procedure genPerm(t)
    local i;
    if t = n then Print(\( \pi \));
    else for i from 1 to t do
        \( \pi := \pi \cdot (i, t + 1) \);
        genPerm(t + 1);
        \( \pi := \pi \cdot (i, t + 1) \);
    end do
    genPerm(t + 1);
end if
end procedure.
```

In the remainder of this paper we will give similar ECO-based recursive constructions together with their algorithmic implementations for Bell permutations, involutions, pure involutions and derangements. As for unrestricted permutations above, the computation tree for each obtained algorithm coincides with the induced tree of the corresponding ECO operator.

## 2 Bell permutations

A cycle \( C \) in a permutation \( \pi \in S_n \) is a sequence \( C = (x_0 x_1 \ldots x_{j-1}) \) such that \( x_{i+1} = \pi(x_i) \) for all \( i, 0 \leq i \leq j - 1 \), where the subscript \( i \) is taken modulo \( j \). Obviously, the cycle \( (x_i x_{i+1} \ldots x_{j-1} x_0 x_1 \ldots x_{i-1}) \) is equivalent to the cycle \( C \) and we choose to represent the cycles with their smallest element last. Any permutation is a product of disjoint cycles and the *standard cycle representation* of a permutation is obtained by imposing that cycles be written in increasing order of their smallest element (that is, their last
element). For example, the standard cycle representation of $4251763 \in S_7$ is $(41)(2)(573)(6)$. As an aside independent of the rest of this article, let $\pi'$ be the permutation in $S_n$ obtained after erasing the parentheses in the standard cycle representation of $\pi \in S_n$. $\pi$ can uniquely be recovered from $\pi'$ and the transformation $\pi \mapsto \pi'$ is a bijection from $S_n$ to itself. This map is essentially the transformation fondamentale of (14, Proposition 1.3.1), see also (23, pp. 17).

We now consider the set $B_n$ of permutations in $S_n$ where each cycle is a decreasing sequence of integers. $B_n$ is in bijection with the set of all partitions of \{1, 2, \ldots n\}: each cycle in $\pi \in B_n$ represents a block of the partition. For instance the partition corresponding to $4251763 \in B_7$ is $\{4, 1\}\{2\}\{7, 5, 3\}\{6\}$. Thus, $B_n$ is counted by the Bell numbers (sequence A000110 in (22)) and we call it the set of Bell permutations. See also (16) for an alternative definition of Bell permutations in terms of pattern avoidance.

For $\pi \in S_n$, a tail in $\pi \in S_n$ is an integer $i$ such that $\pi(i)$ is minimal in its cycle, and let $T_\pi$ denote the set of tails of $\pi$.

**Lemma 1** \( B_1 = \{1\} \) and the set of tails of the permutation 1 is $T_1 = \{1\}$. If $\pi \in B_t$, $t \geq 1$, and its set of tails is $T_\pi$, then

(i) for any $i \in T_\pi$, the permutation $\overline{\pi} \cdot (i, t + 1)$ is in $B_{t+1}$ and its set of tails is $T_\pi$,

(ii) the permutation $\overline{\pi}$ is in $B_{t+1}$ and its set of tails is $T_\pi \cup \{t + 1\}$.

Moreover, any permutation in $B_t$, $t \geq 2$, can be uniquely obtained from a permutation in $B_{t-1}$ by one of the two transformations above.

**Proof:** The proof is based on the following observations. If $\pi \in B_t$, $t \geq 1$, and $i$ is a tail of $\pi$, then $\pi(i)$ is the maximal element in the cycle of $i$ and $\overline{\pi} \cdot (i, t + 1)$ is the permutation obtained from $\pi$ by inserting $t + 1$ between $i$ and $\pi(i)$ in this cycle. So, $\overline{\pi} \cdot (i, t + 1) \in B_{t+1}$ and the set of tails of $\overline{\pi} \cdot (i, t + 1)$ equals that of $\pi$. On the other hand, $\overline{\pi}$ is a length $t + 1$ Bell permutation where $t + 1$ is a new single element cycle.

\[ \square \]

Fig. 1: The first levels of the generating tree for permutations and 1–cycles.
The previous recursive construction is embodied in the generating procedure in Algorithm 2 and the induced generating tree is the restriction to Bell permutations of the generating tree for unrestricted permutations induced by Fact 1. The first levels of this tree are depicted in Figure 2.

Now we show how the construction in Lemma 1 is related to the ECO rule for Bell permutations in Table 1. Suppose that $\pi$ is a Bell permutation with $c$ cycles (and so, $c = \text{card}(T_{\pi})$). $\pi$ produces $c + 1$ permutations: $c$ by point (i) and one by point (ii). Let consider now a permutation with $k$ successors, and so with $k - 1$ cycles. It produces

- by point (i): $k - 1$ Bell permutations with $k - 1$ cycles each, and so with $k$ successors;

- by point (ii): one Bell permutation with $k$ cycles, and so with $k + 1$ successors.

**Algorithm 2** Procedure generating length-$n$ Bell permutations. Initially $\pi = 1 2 3 \ldots n \in \mathfrak{S}_n$, $T = \{1\}$ and the main call is $\text{gen}_\text{Bell}(1)$.

```plaintext
procedure gen_Bell(t)
local i;
if t = n then Print(\pi);
else for i ∈ T do
    $\pi := \pi \cdot (i, t + 1)$; gen_Bell(t + 1); $\pi := \pi \cdot (i, t + 1)$;
end do
    $T := T \cup \{t + 1\}$; gen_Bell(t + 1); $T := T \setminus \{t + 1\}$;
end if
end procedure.
```
3 Involution

An involution is a permutation $\pi$ where $\pi \cdot \pi$ equals the identity permutation, and let $\mathcal{I}_n \subseteq S_n$ denote the set of length-$n$ involutions. Here we give two recursive constructions for $\mathcal{I}_n$: by fixed points and by recurrence.

3.1 Involution by fixed points

**Lemma 2** $\mathcal{I}_1 = \{1\}$ and the set of fixed points of the permutation $1$ is $F_1 = \{1\}$. If $\pi \in \mathcal{I}_t$, $t \geq 1$, and $F_\pi$ is the set of its fixed points, then

(i) for any $i \in F_\pi$, the permutation $\pi \cdot \langle i, t + 1 \rangle$ is in $\mathcal{I}_{t+1}$ and its set of fixed points is $F_\pi \setminus \{i\}$,

(ii) the permutation $\pi$ is in $\mathcal{I}_{t+1}$ and its set of fixed points is $F_\pi \cup \{t + 1\}$.

Moreover, any permutation in $\mathcal{I}_t$, $t \geq 2$, can be uniquely obtained from a permutation in $\mathcal{I}_{t-1}$ by one of the two transformations above.

**Proof:** Clearly, every permutation obtained from a $\pi \in \mathcal{I}_t$, $t \geq 1$, by each of the two transformations above is an involution. Conversely, for any $\tau \in \mathcal{I}_n$, $n \geq 2$, there exists a unique $\pi \in \mathcal{I}_{n-1}$ such that $\tau$ is obtained from $\pi$ by one of these transformations. Indeed, if $n$ is not a fixed point of $\tau$, then let $i = \tau(n)$ and $\pi$ be the involution defined by $\pi(j) = \tau(j)$ for all $j$, $1 \leq j \leq n - 1$, except $\pi(i) = i$; and so $\tau = \pi \cdot \langle i, n \rangle$. If $n$ is a fixed point of $\tau$, then $\pi$ is simply defined by $\pi(j) = \tau(j)$ for all $j$, $1 \leq j \leq n - 1$, and in this case $\tau = \pi$. $\square$

The recursive construction in the previous lemma is implemented in Algorithm 3 and the first levels of the induced generating tree are depicted in Figure 3. Now we show how this lemma mirrors the first ECO rule for involutions in Table 1.

![Fig. 3: The first four levels of the generating tree for involutions by fixed points.](image-url)
Generating involutions, derangements, and relatives by ECO

- by point (i): \( k - 1 \) involutions with \( f - 1 \) fixed points each, and so with \( f = k - 1 \) successors
- by point (ii): one involutions with \( f + 1 \) fixed points, and so with \( f + 2 = k + 1 \) successors.

Algorithm 3 Procedure generating length-\( n \) involutions by fixed points. Initially \( \pi = 1 2 3 \ldots n \in S_n \), \( F = \{1\} \) and the main call is \( \text{gen}_\text{Inv}(1) \).

```plaintext
procedure gen_inv(t)
local i;
if t = n then Print(\( \pi \));
else for \( i \in F \) do
    \( \pi := \pi \cdot (i, t + 1); \) \( F := F \setminus \{i\}; \)
    gen_inv(t + 1);
end do
F := F \cup \{t + 1\}; gen_inv(t + 1); F := F \setminus \{t + 1\};
end if
end procedure.
```

3.2 Involution by recurrence

Here we describe an alternative definition for \( \mathcal{I}_n \) involving a jumping succession rule, that is, the successors of a length-\( n \) involution are involutions of length \( n + 1 \) and length \( n + 2 \). For \( \pi \in S_n \), \( \overline{\pi} \) denotes the permutation \((\overline{\pi}) \in S_{n+2} \).

**Lemma 3** Let define \( \mathcal{I}_0 = \{\epsilon\} \), with \( \epsilon \) being the ‘length-zero’ permutation. If \( \pi \in \mathcal{I}_t \), \( t \geq 0 \), then

(i) \( \overline{\pi} \) is in \( \mathcal{I}_{t+1} \),

(ii) \( \overline{\pi} \cdot (t + 1, t + 2) \) is in \( \mathcal{I}_{t+2} \).

(iii) for all \( i \in \{1, 2, \ldots t\} \), \( \overline{\pi} \cdot (i) \) is in \( \mathcal{I}_{t+2} \) where

- \( \sigma = (i, t + 2) \) if \( i \) is a fixed point of \( \pi \), and
- \( \sigma = (i, t + 1) \cdot (\pi(i), t + 2) \cdot (t + 1, t + 2) \) elsewhere.

Moreover, any permutation in \( \mathcal{I}_t \), \( t \geq 1 \), can be uniquely obtained from a permutation in \( \mathcal{I}_{t-1} \) or in \( \mathcal{I}_{t-2} \) by one of these transformations.

**Proof:** It is easy to check that every permutation obtained from a \( \pi \in \mathcal{I}_t \), \( t \geq 0 \), by each of the three transformations above is an involution. Now we show that for each \( \tau \in \mathcal{I}_n \), \( n \geq 1 \), there exists a unique involution \( \pi \) of length \( n - 1 \) or \( n - 2 \) such that \( \tau \) is obtained from \( \pi \) by one of these transformations. An involution \( \tau \in \mathcal{I}_n \) can be in one of the three following cases:

(1) \( n \) is fixed point of \( \tau \),
(2) \( n \geq 2, \) and \( \tau(n) = n - 1 \) (and so \( \tau(n - 1) = n \)), or

(3) \( n \geq 2, \) \( n \) is not a fixed point of \( \tau \) and \( \tau(n) \neq n - 1. \)

In case (1) \( \pi \in \mathcal{I}_{n-1} \) is defined by \( \pi(j) = \tau(j) \) for all \( j, 1 \leq j \leq n - 1, \) and \( \tau = \pi. \) Similarly, in case (2) \( \pi \in \mathcal{I}_{n-2} \) is defined by \( \pi(j) = \tau(j) \) for all \( j, 1 \leq j \leq n - 2, \) and \( \tau = \pi \cdot (n - 1, n). \)

Let now \( \pi \in \mathcal{I}_n \) as in case (3). When \( n - 1 \) is a fixed point of \( \tau \) let \( i = \tau^{-1}(n) = \tau(n) \) and define the length-(\( n - 2 \)) permutation \( \pi \) by \( \pi(j) = \tau(j) \) for all \( j, 1 \leq j \leq n - 2, \) except \( \pi(i) = i; \) in this case \( \pi \) is an involution, \( i \) is a fixed point of \( \pi \) and \( \tau = \pi: (i, n). \) So \( \pi \) is obtained from \( \pi \) by the first transformation of the last point of the present lemma.

When \( n - 1 \) is not a fixed point of \( \tau \), then define the length-(\( n - 2 \)) permutation \( \pi \) as

\[
\pi(j) = \begin{cases} 
\tau(j) & \text{if } 1 \leq j \leq n - 2, j \neq i, j \neq k \\
i & \text{if } j = k \\
k & \text{if } j = i
\end{cases}
\]

where \( i = \tau(n - 1) \) and \( k = \tau(n). \) Clearly, \( \pi \) is an involution, \( i \) is not a fixed point of \( \pi \) and \( \tau = \pi: (i, n - 1) \cdot (\pi(i), n) \cdot (n - 1, n); \) and \( \tau \) is obtained from \( \pi \) by the second transformation of the last point of the this lemma.

Below we show that the lemma above is related to the second ECO rule for involutions in Table 1. Its algorithmic counterpart is given by Algorithm 4 and in Figure 4 are depicted the first levels of the induced generating tree.

**Algorithm 4** Procedure generating length-\( n \) involutions by recurrence. Initially \( \pi = 123 \ldots n \) and the main call is \texttt{gen	extunderscore Inv	extunderscore R} (0).

```
procedure gen	extunderscore Inv	extunderscore R (t)
local i, \sigma;
if t = n then Print (\pi);
else gen	extunderscore Inv	extunderscore R (t + 1);
    if t \leq n - 2 then
        \( \pi := \pi \cdot (t + 1, t + 2); \) gen	extunderscore Inv	extunderscore R (t + 2); \( \pi := \pi \cdot (t + 1, t + 2); \)
        for i from 1 to t do
            if \( \pi[i] = i \) then \( \sigma := (i, t + 2); \)
            else \( \sigma := (i, t + 1) \cdot (\pi[i], t + 2) \cdot (t + 1, t + 2); \)
            end if
            \( \pi := \pi \cdot \sigma; \) gen	extunderscore Inv	extunderscore R (t + 2); \( \pi := \pi \cdot \sigma^{-1}; \)
        end do
    end if
end if
end procedure.
```

If \( \pi \) is an involution of length \( t \), then it has \( t + 2 \) successors: one of length \( t + 1 \) by point (i), and \( t + 1 \) of length \( t + 2 \) by point (ii) and (iii). Conversely, if \( \pi \) has \( k \) successors (and so length \( t = k - 2 \)), then it produces
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\[ \varepsilon = 1 \]
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3 4 1 2

4 3 2 1

Fig. 4: The first five levels of the generating tree for involutions by recurrence.

- by point (i): one involution of length \( t + 1 \), and so with \( t + 3 = k + 1 \) successors
- by point (ii) and (iii): \( k - 1 \) involutions of length \( t + 2 \), and so with \( t + 4 = k + 2 \) successors each.

3.3 Pure involutions

A pure involution (or fixed point free involution) is an involution with no fixed point, that is, with no entries \( i \) with \( \pi(i) = i \). So, a pure involution is a permutation which is both an involution and a derangement and let \( \mathcal{P}_n \) denote the set of length-\( n \) pure involutions. Clearly \( \mathcal{P}_n = \emptyset \) for any odd \( n \). The next lemma is the restriction of Lemma 3 to involutions where fixed points are disallowed. Its algorithmic counterpart is the generating procedure given in Algorithm 5 and its corresponding ECO rule is given in Table 1.

**Algorithm 5** Procedure generating length-\( n \) pure involution. Initially \( \pi = 1 \ 2 \ldots \ n \) and the main call is \( \text{gen\_P\_Inv}(0) \).

```plaintext
procedure gen_P_Inv(t)
local i, σ;
if t = n then Print(π);
else π := π \cdot \langle t + 1, t + 2 \rangle; gen_P_Inv(t + 2); π := π \cdot \langle t + 1, t + 2 \rangle;
for i from 1 to t do
    σ := \langle i, t + 1 \rangle \cdot \langle π[i], t + 2 \rangle \cdot \langle t + 1, t + 2 \rangle;
    π := π \cdot σ; gen_P_Inv(t + 2); π := π \cdot σ^{-1};
end do
end if
end procedure.
```
Lemma 4 Let \( P_0 = \{ \epsilon \} \). If \( \pi \in P_t, t \geq 0 \), then

- \( \pi \cdot (t + 1, t + 2) \) is in \( P_{t+2} \);
- for all \( i \in \{1, 2, \ldots, t\} \), \( \pi \cdot \sigma \) is in \( P_{t+2} \) where \( \sigma = (i, t+1) \cdot (\pi(i), t+2) \cdot (t+1, t+2) \).

Moreover, any permutation in \( P_t \), with \( t \) even, \( t \geq 2 \), can be uniquely obtained from a permutation in \( P_{t-2} \) by one of the transformations above.

4 Derangements

A derangement is a permutation with no fixed points; let \( \mathcal{D}_n \) denote the set of derangements of length \( n \). The lemma below gives a recursive definition for \( \mathcal{D}_n \); see Table 1 for its corresponding ECO rule and Figure 5 for the induced generating tree. Its algorithmic version is given by Algorithm 6.

Algorithm 6 Procedure generating the set of all length-\( n \) derangements. \( \pi \) is initialized by \( 1 2 3 \ldots n \), and the main call is \( \text{gen_Der}(0) \).

```plaintext
procedure gen_Der(t)
local i, \sigma;
if \( t = n \) then Print(\( \pi \));
else for i from 1 to t do
\( \pi := \pi \cdot (i, t+1) \); gen_Der(\( t + 1 \)); \( \pi := \pi \cdot (i, t+1) \);
end do
if \( t \leq n - 2 \) then
\( \pi := \pi \cdot (t+1, t+2) \); gen_Der(\( t + 2 \)); \( \pi := \pi \cdot (t+1, t+2) \);
for i from 1 to t do
\( \sigma := (i, t+1) \cdot (\pi[i], t+2) \cdot (t+1, t+2) \);
\( \pi := \pi \cdot \sigma \); gen_Der(\( t + 2 \)); \( \pi := \pi \cdot \sigma^{-1} \);
end do
end if
end if
end procedure.
```

Lemma 5 \( \mathcal{D}_0 = \{ \epsilon \} \). If \( \pi \in \mathcal{D}_t, t \geq 0 \), then

(i) for all \( i \in \{1, 2, \ldots, t\} \), \( \pi \cdot (i, t+1) \) is in \( \mathcal{D}_{t+1} \),

(ii) \( \pi \cdot (t+1, t+2) \) is in \( \mathcal{D}_{t+2} \),

(iii) for all \( i \in \{1, 2, \ldots, t\} \), \( \pi \cdot (i, t+1) \cdot (\pi(i), t+2) \cdot (t+1, t+2) \) is in \( \mathcal{D}_{t+2} \).

Moreover, any permutation in \( \mathcal{D}_n \), \( n \geq 2 \), can be uniquely obtained from a permutation in \( \mathcal{D}_{n-1} \) or \( \mathcal{D}_{n-2} \) by one of the three transformations above.
Proof: It is routine to check that for a \( \pi \in D_t, t \geq 0 \), the permutations obtained from \( \pi \) by applying each of the three transformations above is a derangement.

Conversely, for every \( \tau \in D_n, n \geq 2 \), we define a permutation \( \pi \) of length \( n - 1 \) or \( n - 2 \) such that \( \tau \) is uniquely obtained from \( \pi \) by one of these transformations. For a \( \tau \in D_n \) one of the following cases occurs:

1. \( n \) belongs to a cycle of \( \tau \) of length at least three, or
2. \( n \) belongs to a length-2 cycle of \( \tau \) and \( \tau(n) = n - 1 \) (and so, \( \tau(n - 1) = n \)), or
3. \( n \) belongs to a length-2 cycle of \( \tau \) and \( \tau(n) \neq n - 1 \).

In case (1), let \( i = \tau^{-1}(n) \) and define \( \pi \) as the length-(\( n - 1 \)) permutation with \( \pi(j) = \tau(j) \) for all \( j, 1 \leq j \leq n - 1 \), except \( \pi(i) = \tau(n) \neq i \). Clearly \( \pi \in D_{n-1} \), \( \tau = \pi \cdot \langle i, n \rangle \) and \( n \) belongs to a cycle of \( \tau \) of length at least three. In this case \( \tau \) is uniquely obtained from a \( \pi \in D_{n-1} \) and a \( i \in \{1,2,\ldots,n-1\} \).

In case (2) the length-(\( n - 2 \)) permutation \( \pi \) defined by \( \pi(j) = \tau(j) \) for all \( j, 1 \leq j \leq n - 2 \) is in \( D_{n-2} \) and \( \pi \cdot \langle n-1, n \rangle = \tau \). In this case \( \tau \) is uniquely obtained from a \( \pi \in D_{n-2} \).

Finally, let \( \tau \) be as in case (3) above and define the length-(\( n - 2 \)) permutation \( \pi \) by

\[
\pi(j) = \begin{cases} 
\tau(j) & \text{if } 1 \leq j \leq n - 2, j \neq i, k \\
i & \text{if } j = k \\
\tau(n - 1) & \text{if } j = i
\end{cases}
\]

where \( i = \tau(n) = \tau^{-1}(n) \) and \( k = \tau^{-1}(n - 1) \). In other words, \( \pi \) is the permutation obtained from \( \tau \) by deleting the length-2 cycle containing \( n \) and then replacing \( (n - 1) \) in its cycle by \( i = \tau(n) \), thus \( \pi \in D_{n-2} \). For example \( \pi = 21 \) corresponds to \( \tau = 4321 \) and to \( \tau = 3142 \). \( \pi \) and \( \tau \) are related by \( \tau = \pi \cdot \langle \tau^{-1}(i), n - 1 \rangle \cdot \langle i, n \rangle \cdot \langle n - 1, n \rangle \) and so any permutation in \( D_n \) satisfying case (3) above is uniquely obtained from a \( \pi \in D_{n-2} \) and an \( i \in \{1,2,\ldots,n - 2\} \). If for a given \( \pi \) as in the previous
<table>
<thead>
<tr>
<th>object</th>
<th>ECO rule</th>
<th>(k)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Permutations</td>
<td>(root: (2)) (\downarrow) ((k)) (\rightsquigarrow) ((k + 1)^k)</td>
<td>(k - 1 = ) the length</td>
</tr>
<tr>
<td>Bell permutations</td>
<td>((2)) ((k)) (\rightsquigarrow) ((k)^{k-1}(k + 1))</td>
<td>(k - 1 = #) of cycles</td>
</tr>
<tr>
<td>Involutions</td>
<td>((2)) ((k)) (\rightsquigarrow) ((k - 1)^{k-1}(k + 1))</td>
<td>(k - 1 = #) of fixed points</td>
</tr>
<tr>
<td>Pure Involutions</td>
<td>((1)) ((k)) (\rightsquigarrow) ((k + 2)^k)</td>
<td>(k - 1 = ) the length</td>
</tr>
<tr>
<td>Derangements</td>
<td>((1)) ((k)) (\downarrow) ((k + 2)^{\frac{k-1}{2}})</td>
<td>(\frac{k-1}{2} = ) the length</td>
</tr>
<tr>
<td>Bessel permutations</td>
<td>((2)) (\downarrow) ((2)(3)) ((k)) (\rightsquigarrow) ((k - 1)(k)^{k-2}(k + 1), \text{if } k &gt; 2)</td>
<td>(k - 1 = ) the length</td>
</tr>
</tbody>
</table>

**Tab. 1:** ECO systems for some classes of restricted permutations together with the meaning of the parameter \(k\).

expression for \(\tau\), \(i\) covers \(\{1, 2, \ldots, n - 2\}\) so does \(\pi^{-1}(i)\), and replacing \(\pi^{-1}(i)\) by \(i\) this expression becomes \(\tau = \pi \cdot \langle i, n-1 \rangle \cdot \langle \pi(i), n \rangle \cdot \langle n-1, n \rangle\), which completes the proof.

Now we show that the construction in lemma above is related to the ECO rule for derangements in Table 1. Let \(\pi\) be a derangement of length \(t\). It produces \(2t + 1\) successors: \(t\) derangements of length \(t + 1\) by point (i), and \(t + 1\) derangements of length \(t + 2\) by point (ii) and (iii). Then, \(t\) is related to \(k\), the number of successors of \(\pi\), by \(k = 2t + 1\). Suppose now that \(\pi\) has \(k\) successors. Its length is \(t = \frac{k-1}{2}\) and it produces

- by point (i): \(t = \frac{k-1}{2}\) derangements, each of them of length \(t + 1\) and so with \(2(t+1) + 1 = k + 2\) successors;
- by point (ii) and (iii): \(t + 1 = \frac{k+1}{2}\) derangements, each of them of length \(t + 2\) and so with \(2(t+2) + 1 = k + 4\) successors.

### 5 Complexity

If a generating algorithm produces combinatorial objects so that only a constant amount of computation is done between successive objects, in an amortized sense, then one says that it runs in **constant amortized time (CAT)**. Now we explain why the generating algorithms presented here are CAT.

A recursive generating algorithm satisfying the following properties is a CAT algorithm, see for instance (20): The amount of computation in each call is proportional to the number of recursive calls produced by it, and each call
1. is a terminal call and produces a combinatorial object, or
2. produces at least two recursive calls, or
3. produces only one recursive call which in turn has either property 1 or 2.

All the algorithms presented in this paper are CAT. Indeed, if sets (of tails or of fixed points) are represented by linked lists, then in each generating procedure the amount of computation in each call is proportional to the number of recursive calls produced. In addition, except for the initial call of the procedure generating derangements (that is, $\text{gen}_\text{Der}(0)$), all the algorithms satisfy the three CAT properties and that is a direct consequence of the shape and uniformity of the corresponding ECO rules and operators.

6 Concluding remarks

The techniques presented here were anticipated in (1; 7). Nevertheless, the previous approaches used strings of integers for encoding the objects and it was necessary to have another algorithm to retrieve the object. Also, the application of our method to other classes of permutations such as Bessel permutations (13; 8) (see the last row of Table 1 for their ECO system), or generally, to other classes of combinatorial objects, remains an interesting problem.
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