Parameterized Problems Related to Seidel’s Switching
Eva Jelinkova, Ondrej Suchy, Petr Hlineny, Jan Kratochvil

To cite this version:

HAL Id: hal-00990491
https://hal.inria.fr/hal-00990491
Submitted on 13 May 2014

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Parameterized Problems Related to Seidel’s Switching

Eva Jelínková† Ondřej Suchý‡ Petr Hliněný§ Jan Kratochvíl1,2§

1Department of Applied Mathematics
2Institute for Theoretical Computer Science
Faculty of Mathematics and Physics, Charles University, Praha, Czech Republic
3Cluster of Excellence “Multimodal Computing and Interaction”, Saarland University, Saarbrücken, Germany
4Faculty of Informatics, Masaryk University, Brno, Czech Republic

Seidel’s switching is a graph operation which makes a given vertex adjacent to precisely those vertices to which it was non-adjacent before, while keeping the rest of the graph unchanged. Two graphs are called switching-equivalent if one can be made isomorphic to the other by a sequence of switches.

In this paper, we continue the study of computational complexity aspects of Seidel’s switching, concentrating on Fixed Parameter Complexity. Among other results we show that switching to a graph with at most $k$ edges, to a graph of maximum degree at most $k$, to a $k$-regular graph, or to a graph with minimum degree at least $k$ are fixed parameter tractable problems, where $k$ is the parameter. On the other hand, switching to a graph that contains a given fixed graph as an induced subgraph is $W[1]$-complete. We also show the NP-completeness of switching to a graph with a clique of linear size, and of switching to a graph with small number of edges. A consequence of the latter result is the NP-completeness of Maximum Likelihood Decoding of graph theoretic codes based on complete graphs.
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1 Introduction

The concept of Seidel’s switching (for a formal definition, see Subsection 2.2) was introduced by a Dutch mathematician J. J. Seidel in connection with regular structures, such as systems of equiangular lines, strongly regular graphs, or the so-called two-graphs. For more structural properties of two-graphs, cf. [Sei74, Sei76, ST81]. Since then, switching has been studied by many others. Apart from the algebraic structures, consequences of switching arise in other research fields as well; for example, Seidel’s switching plays an important role in Hayward’s polynomial-time algorithm for solving the $P_3$-structure recognition problem [Hay96].
As proved by Colbourn and Corneil \cite{CC80} (and independently by Kratochvíl et al. \cite{KNZ92}), deciding whether two given graphs are switching-equivalent is an isomorphism-complete problem.

Several authors have considered the complexity of deciding if a given graph can be switched to a graph having some particular property. It was noted already in \cite{KNZ92} that the complexity of such problems is in no correlation with the complexity of the property itself: Kratochvíl et al. \cite{KNZ92} proved that any graph is switching-equivalent to a graph containing a Hamiltonian path, and it is polynomial to decide if a graph is switching-equivalent to a graph containing a Hamiltonian cycle (as proved also by Ehrenfeucht et al. \cite{EHHR00a}). However, the problems to decide if a graph itself contains a Hamiltonian path or cycle are well known to be NP-complete \cite{GJ79}. On the other hand, Kratochvíl \cite{Kra03} showed NP-completeness of deciding if a given graph can be switched to a regular one, while deciding if a given graph is regular is obviously polynomial-time solvable. Somewhat surprisingly, the above mentioned switching to a regular graph, and switching to a graph with large clique number remain until today the only nontrivial hard cases.

Polynomial-time algorithms are known for switching to a triangle-free graph \cite{Hay96,HHW02}, to a claw-free graph \cite{JK08}, to an eulerian graph \cite{HHW02}, to a bipartite graph \cite{HHW02}, and to a planar graph \cite{EHHR00a,Kra03}.

In this paper, we initiate the study of the complexity of Seidel’s switching from the Fixed Parameter Complexity point of view. The polynomial algorithm for testing switchability to a planar graph is based on the existence of a vertex of degree at most 5 in any planar graph. This naturally suggests to consider the problem of switching to a $k$-degenerate graph. For fixed $k$, the problem is solvable in time $O(n^{k+3})$ \cite{EHHR00a}, but the fixed-parameter complexity, when parameterized by $k$, is still open. We determine the fixed-parameter complexity of several closely related variants: we prove that switching to a graph of maximum degree at most $k$ is fixed parameter tractable, as well as of switching to a graph of minimum degree at least $k$, and of switching to a $k$-regular graph. All these results are presented in Section 3.

It is easy to see that every graph with $n$ vertices can be switched to a graph with maximum degree at most $n/2$. Indeed, consider a switching-equivalent graph with the minimum number of edges; switching a vertex of degree greater than $n/2$ would reduce the number of edges. This argument also gives an algorithm for constructing a switch with all degrees at most $n/2$. However, this does not provide a polynomial-time algorithm for constructing the switch with minimum number of edges. And indeed, answering a long standing open problem \cite{Hag01}, we prove in Section 4 that deciding if a given graph can be switched to a graph with at most $k$ edges is NP-complete. We also show a connection to coding theory in Subsection 4.2. Of course, a graph with at most $k$ edges has all vertex degrees also at most $k$, and hence it is not surprising that from the Fixed Parameter Complexity point of view this question is easy. We will describe an FPT algorithm with a considerably better running time in Subsection 4.3.

Switching to a graph containing a large clique is another computationally difficult problem. It was shown NP-complete in \cite{EHHR00a}. We show in Section 5 that switching to a graph with $\omega(G) \geq cn$ is NP-complete for every constant $0 < c < 1$. The more involved case of irrational $c$ is proved by applying the PCP theorem about inapproximability of the 3SAT problem. In Section 6 we show that this question is W[1]-hard when considered parameterized by the size of the clique.

Conference versions of some of the results contained in the present paper have appeared in conference proceedings \cite{Jel08} and \cite{Suc08}.
2 Basic Definitions

2.1 Preliminaries

In this paper, we use the standard graph theoretic notation. Unless defined otherwise, by \( n \) we denote the number of vertices of the currently discussed graph. If \( G = (V, E) \) and \( A \subseteq V \) then \( G[A] \) denotes the graph \( (A, E \cap \binom{A}{2}) \) induced by the vertices in \( A \), and \( \overline{G} \) denotes the complement \( (V, (\binom{V}{2} \setminus E)) \) of the graph \( G \). The graph \( G = (V, (\binom{V}{2})) \) is called a complete graph and denoted by \( K_n \). A complete subgraph on \( k \) vertices is called \( k \)-clique. A path with \( n \) vertices is denoted by \( P_n \), and a graph with \( n \) vertices and no edges is called discrete and denoted by \( I_n \). The symmetric difference of sets \( A \) and \( B \) is denoted by \( A \triangle B \).

A given parameterized problem is fixed-parameter tractable (FPT) with respect to a parameter \( k \), if there is an algorithm solving the problem in \( f(k) \cdot n^c \) time for some computable function \( f \) and a constant \( c \). Similarly, if there is an algorithm running in time \( n^{g(k)} \) for some computable function \( g \), then we say that the problem is in the class XP (both these notions were introduced by Downey and Fellows [DF99]).

To catch the fundamental difference between \( f(k) \cdot n^c \) and \( n^{g(k)} \) running time, parameterized hardness theory was introduced. A parameterized problem \( Q \) is FPT-reducible to a parameterized problem \( Q' \) if there exists an algorithm of running time \( f(k) |x|^{O(1)} \) that on an instance \( (x, k) \) of \( Q \) produces an instance \( (x', g(k)) \) of \( Q' \) such that \( (x, k) \) is a YES-instance of \( Q \) if and only if \( (x', g(k)) \) is a YES-instance of \( Q' \), where the functions \( f \) and \( g \) depend only on \( k \). Downey and Fellows [DF99] introduced the class \( W[1] \) as the basic class of fixed-parameter intractable problems — \( W[1] \)-hard problems are believed not to have algorithms running in time \( f(k) \cdot n^c \) (otherwise, the “exponential time hypothesis” would fail). A parameterized problem \( Q \) is \( W[1] \)-hard if every problem in \( W[1] \) is FPT-reducible to \( Q \), and \( W[1] \)-complete, if it is \( W[1] \)-hard and in \( W[1] \). See [DF99] [FG06] [Nie06] for the definition of the class \( W[1] \) and more details on parameterized complexity.

2.2 Seidel’s Switching

**Definition 2.1** Let \( G \) be a graph. Seidel’s switch of a vertex \( v \in V_G \) results in the graph called \( S(G, v) \) whose vertex set is the same as of \( G \) and the edge set is the symmetric difference of \( E_G \) and the full star centered in \( v \), i.e.,

\[
V_{S(G,v)} = V_G \\
E_{S(G,v)} = (E_G \setminus \{xv : x \in V_G \}) \cup \{xv : x \in V_G, x \neq v, xv \notin E_G \}.
\]

It is easy to observe that the result of a sequence of vertex switches in \( G \) depends only on the parity of the number of times each vertex is switched. This allows generalization of switching to vertex subsets of \( G \).

**Definition 2.2** Let \( G \) be a graph. Then Seidel’s switch of a vertex subset \( A \subseteq V_G \) is called \( S(G, A) \) and

\[
S(G, A) = (V_G, E_G \triangle \{xy : x \in A, y \in V_G \setminus A\}).
\]

We say that two graphs \( G \) and \( H \) are switching-equivalent (denoted by \( G \sim H \)) if there is a set \( A \subseteq V_G \) such that \( S(G, A) \) is isomorphic to \( H \). The set

\[
[G] = \{S(G, A) : A \subseteq V_G\}
\]

is called the switching class of \( G \).
To give an example; Fig. 1 depicts all the possible switches of $C_4$ (up to isomorphism). The vertices of the subset $A$ are drawn left of the vertical line. It can be seen that all graphs switching-equivalent to $C_4$ are $C_4$ itself, the claw $K_{1,3}$ and the discrete graph $I_4$.

From the case of $C_4$ in Fig. 1 the reader may already deduce some basic observations about Seidel’s switching. Various properties, as shown in the following lemma, can be found in [Hag01].

**Lemma 2.3** Let $G$ be a graph and $A, B \subseteq V$ two subsets of its vertices. Then

- $S(G, A)[A] = G[A]$,
- $S(G, A) = S(G, V \setminus A)$,
- $S(G, \emptyset) = S(G, V) = G$,
- $S(S(G, A), B) = S(S(G, B), A) = S(G, A \triangle B)$,
- $S(S(G, A), A) = G$,
- $S(G, A) = S(G, A)$.

**Lemma 2.4** (Ehrenfeucht et al. [EHHR00a]) Let $G = (V, E)$ be a graph, $u \in V$ and $X \subseteq V$. If $u \notin X$, then there exists a unique graph $H \in [G]$ such that the neighbors of $u$ in $H$ are the vertices in $X$. Namely, it is the graph $S(G, N_G(v) \triangle X)$.

### 3 Optimizing Vertex Degrees

We examine the following problems:

<table>
<thead>
<tr>
<th><strong>Switch-$k$-Small-Degs</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> A graph $G = (V, E)$, an integer $k$</td>
</tr>
<tr>
<td><strong>Question:</strong> Is there a subset of vertices $A \subseteq V$ such that in the graph $S(G, A)$, the degree of each vertex is at most $k$?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Switch-$k$-Large-Degs</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> A graph $G = (V, E)$, an integer $k$</td>
</tr>
<tr>
<td><strong>Question:</strong> Is there a subset of vertices $A \subseteq V$ such that in the graph $S(G, A)$, the degree of each vertex is at least $k$?</td>
</tr>
</tbody>
</table>
Note that there are pairs \((G, k)\) that form a YES-instance for both \(\text{SWITCH}-k\)-\text{SMALL-DEGS} and \(\text{SWITCH}-k\)-\text{LARGE-DEGS} but a NO-instance for \(\text{SWITCH}-k\)-\text{REGULAR}, e.g. \((C_4, 1)\), see Fig. 1.

It is easy to see that, for every fixed \(k\), graphs with all vertices of degrees at most \(k\) form a class to which the following general result applies, and \(k\)-regular graphs form such a class as well. The Theorem was proved by Ehrenfeucht et al. \cite{EHHR00a} and also independently (in a slightly weaker form) by Kratochvíl \cite{Kra03}.

**Theorem 3.1** Let \(\mathcal{P}\) be a graph property that can be decided in time \(O(n^a)\) for an integer \(a\). Let every graph with \(\mathcal{P}\) contain a vertex of degree at most \(d(n)\). Then the problem if an input graph is switching-equivalent to a graph with \(\mathcal{P}\) can be decided in time \(O(n^{d(n)+1+\max(a, 2)})\).

In particular, Theorem 3.1 implies the existence of an \(O(n^{k+3})\)-time algorithm for deciding if a given graph can be switched to a graph with all vertex degrees at most \(k\), or to a \(k\)-regular graph.

That means that the problem \(\text{SWITCH}-k\)-\text{REGULAR}, which is known to be NP-complete \cite{Kra03}, is in the class XP when considered parameterized by \(k\). Hence it is natural to examine the parameterized complexity of the problems with respect to this obvious parameter. This is done in Subsection 3.1 for large degrees, in Subsection 3.2 for small degrees, and in Subsection 3.3 for regular graphs.

### 3.1 Parameterized Complexity of \(\text{SWITCH}-k\)-\text{LARGE-DEGS}

The case of \(\text{SWITCH}-k\)-\text{LARGE-DEGS} is simple due to the following folklore lemma.

**Lemma 3.2** Let \(G = (V, E)\) be a graph on \(n\) vertices. Then there is a set \(A ⊆ V_G\) such that in the graph \(S(G, A)\), degrees of all vertices are at least \(\lfloor n/2 \rfloor\).

**Proof:** Suppose on contrary that there is no such set. Moreover assume that \(A_0\) is such that \(S(G, A_0)\) has the highest number of edges among all \(S(G, A)\). Suppose \(v\) is a vertex of degree \(d < \lfloor n/2 \rfloor\) in \(S(G, A_0)\). Then switching \(v\) in \(S(G, A_0)\) destroys \(d\) edges while introducing \(n - d - 1 ≥ \lfloor n/2 \rfloor\) edges. Hence \(S(G, A_0 \triangle \{v\})\) has more edges than \(S(G, A_0)\), a contradiction.

Note that we can also actually find the appropriate set in cubic time by iteratively switching the vertices of small degree, since each such iteration increases the number of edges and can be done in linear time with a suitable graph representation. 

**Corollary 3.3** \(\text{SWITCH}-k\)-\text{LARGE-DEGS} is fixed-parameter tractable—it can be decided in time \(O(4^k \cdot k^2 \cdot n)\).

**Proof:** If \(k ≤ n/2\), then by Lemma 3.2 any graph on \(n\) vertices can be switched to a graph with all vertices of degree at least \(k\). Hence, the answer is trivially yes.

Otherwise \(n < 2k\), and we may solve the instance by trying all possible \(2^{n-1}\) switches of the input graph, and this takes time at most \(n^2 \cdot 2^{n-1} ≤ k^2 \cdot 2^{2k}\). We allow linear time for the reading of the whole input.
3.2 Parameterized Complexity of SWITCH-\(k\)-SMALL-DEGS

In this section, we present the best known algorithm for the parameterized version of SWITCH-\(k\)-SMALL-DEGS. The ideas of the algorithm are the crucial ones in the proofs of the tractability of problems in further sections of the paper.

Before we present the algorithm, we observe that we can assume that the input graph contains an isolated vertex \(v_0\). If it does not, we can switch the neighborhood of a vertex of minimum degree to obtain an isolated vertex according to Lemma 2.4. As one vertex can be switched in time \(O(n)\), we can obtain the isolated vertex in time \(O(d \cdot n)\) which is upperbounded by \(O(m)\), where \(d\) is the minimum degree and \(m\) is the number of the edges of the original graph. The answer remains unchanged due to Lemma 2.3.

Let \(G\) be the input graph. We seek a set \(A \subseteq V_G\) such that \(S(G,A)\) has all vertex degrees at most \(k\).

Since \(A\) is a solution if and only if \(V \setminus A\) is, we may assume without loss of generality that \(v_0 \notin A\). These two things together give us that \(N_{S(G,A)}(v_0) = A\). Thus necessarily \(|A| \leq k\).

This means that in total we can switch at most \(k\) vertices. During the run of the algorithm, we switch certain vertices one by one, and by \(l\) we denote the number of the vertices we can still switch. At the beginning we set \(l := k\).

Now we introduce two simple rules that solve the “big” instances:

**Lemma 3.4 (Rule 1)** We must switch every vertex \(v\) of degree greater than \(k + l\) in order to obtain a solution.

**Proof:** By contradiction. Suppose that \(A\) determines a switch solving the problem and that \(v \notin A\). Vertex \(v\) has at least \(k + l + 1\) neighbors in \(G\). By switching \(v\) could lose at most \(|A|\) of them and thus at most \(l\). So it still has at least \(k + 1\) neighbors. Switching \(A\) does not solve the problem, a contradiction.

**Lemma 3.5 (Rule 2)** No vertex \(v\) of degree less than \(n - k - l\) can be switched to obtain a solution.

This lemma is proved similarly as the previous one, so we omit the proof.

The following statement is an easy corollary of the previous two lemmas:

**Corollary 3.6 (Boundary)** If \(n \geq 2k + 2l + 1\), then at least one of the rules 1 and 2 applies on each vertex.

That means we have already obtained a kernel with \(4k\) vertices (i.e. the instances with more than \(4k\) vertices can be solved efficiently, while only those with at most \(4k\) vertices are really hard) and thus the problem is in FPT.

As we want to give a better bound on the running time of the algorithm, we concentrate on the instances of sizes \(n = 2k + 2p + 2\) or \(n = 2k + 2p + 1\) for some \(0 \leq p \leq k - 1\). In this case, after switching \(k - p\) vertices (i.e., if at most \(p\) more vertices can be switched) at least one of the rules applies to each vertex and, hence, it is possible to decide which vertices should be switched and which should not. The algorithm is as follows:

1. Set \(l := k\)
2. For every vertex \(v\) (except \(v_0\))
   - Check which of the rules 1 and 2 applies on \(v\)
   - If both rules apply answer NO and quit.
• If rule 1 applies switch $v$ and decrease $l$
• If $l < 0$ answer NO and quit.

3. If $n > 4k$ then check if all the vertices have degree at most $k$ in this switch and answer.

4. If $n \leq 4k$ then try all the possibilities $A$ to choose up to $l - p := l - \lfloor \frac{1}{2} (n - 2k - 1) \rfloor$ vertices that can be switched and that were not switched already. For each choice of $A$ switch according to $A$, apply the rules once again and check whether we obtained the desired solution.

Remark 3.7 The algorithm can be also used to enumerate all the graphs with the desired property.

The correctness of the algorithm follows immediately from Lemmas 3.4, 3.5 and Corollary 3.6.

To count the running time of the algorithm we must bound the number $\sum_{i=0}^{\lfloor n/2 \rfloor} \binom{n}{i}$ of the candidate sets in step 4. It is easy to observe that this is always at most $\binom{2n+1}{k-p} \cdot k$, so we have to search for the biggest number among

$$\binom{2k+1}{k}, \binom{2k+3}{k-1}, \ldots, \binom{2k+2p+1}{k-p}, \ldots, \binom{4k-3}{2}, \binom{4k-1}{1}.$$ 

We compare two neighboring terms $z_k(p) := \binom{2k+2p+1}{k-p}$ and $z_k(p+1) = \binom{2k+2p+3}{k-p-1}$. Since

$$z_k(p) = \binom{2k+2p+1}{k-p} = \frac{(2k+2p+1)(2k+2p+2)(2k+2p+3)(2k+2p+4) \ldots (2k+3p+5)}{(k-p)(k-p-1) \ldots 2 \cdot 1},$$

while

$$z_k(p+1) = \frac{(2k+2p+3)(2k+2p+2)(2k+2p+1) \ldots (k+3p+5)}{(k-p-1) \ldots 2 \cdot 1},$$

we know that the term $z_k(p)$ is less than (equal, greater than) the term $z_k(p+1)$ if and only if the left side of a cubic equation $(k+3p+4) \cdot (k+3p+3) \cdot (k+3p+2) = (2k+2p+3) \cdot (2k+2p+2) \cdot (k-p)$ is less than (equal, greater than) the right side, respectively. The equation (considered with parameter $k$) has only one real root

$$p_0 = \frac{1}{93} \cdot (-31k - 91 + (30752k^3 + 47616k^2 + 19518k + 1403 +$$
$$+ 186\sqrt{3} \sqrt{7936k^6 + 23808k^5 + 24352k^4 + 7776k^3 - 354k^2 - 3424k - 975})^{1/3} +$$
$$+ (496k^2 + 620k + 469) \cdot (30752k^3 + 47616k^2 + 19518k + 1403 +$$
$$+ 186\sqrt{3} \sqrt{7936k^6 + 23808k^5 + 24352k^4 + 7776k^3 - 354k^2 - 3424k - 975})^{-1/3}),$$

which is $p_0 = 0.2298k + o(k)$. Since the term $p^3$ appears positively on the left side, while negatively on the right side of the equation, the left side is less than the right side if and only if $p < p_0$. Hence $z_k([p_0] - 1)$ is less than $z_k([p_0])$ while $z_k([p_0])$ is already greater than $z_k([p_0] + 1)$. Thus for large $k$ the biggest term is $z_k([p_0]) = \binom{2}{0,7770k}^{2\cdot1,2230(k+1)}$. Using the standard approximation

$$e \left( \frac{n}{e} \right)^n \leq n! \leq ne \left( \frac{n}{e} \right)^n$$
for the factorials involved, we have:

\[
\left( \frac{2 \lceil 1.2230k \rceil + 1}{0.7770k} \right) \leq \left( \frac{2.4461k}{0.7770k} \right) \leq e \left( \frac{2.4461k}{e} \right)^{2.4461k} = e \left( \frac{2.4461k}{0.7770k} \right)^{0.7770k} \cdot e \left( \frac{1.6691k}{e} \right)^{1.6691k} = \frac{2.4461k}{e} e^{- \frac{2.4461k}{0.7770k} \cdot (1.6691)^{1.6691k}} = \frac{2.4461k}{e} \exp(k(2.4461 \ln 2.4461 - 0.7770 \ln 0.7770 - 1.6691 \ln 1.6691)) \leq 4.6135^k,
\]

where the inequalities hold for \( k \) big enough.

We summarize our results in the following theorem:

**Theorem 3.8** The problem *Switch*-\( k \)-\*Small\*-\*Degs* is linear fixed-parameter tractable — it can be solved in time \( O(4.614^k \cdot n + m) \).

**Proof:** A graph \( G \) with an isolated vertex can be obtained in time \( O(m) \) by switching the neighborhood of the vertex of the smallest degree. Then we just test some candidate sets, each of the size at most \( k \). It takes \( O(k \cdot n) \) time to switch the graph according to the candidate set and \( O(n) \) time to check if it is a solution. If \( n > 4k \) then we have at most one candidate. If \( n \leq 4k \) then we can have up to \( \left( \frac{2 \lceil 1.2230k \rceil + 1}{0.7770k} \right)^k \) candidates, as we have counted before. This grows approximately as \( 4.6135^k \cdot k \). \( \square \)

### 3.3 Parameterized Complexity of *Switch*-\( k \)-Regular

In an arbitrary \( k \)-regular graph, each vertex has degree at most \( k \), which means that we can use our previous algorithm from Subsection 3.2 to decide the problem. We just enumerate all the degree \( \leq k \) graphs and check if some of them is \( k \)-regular. But we will slightly improve the algorithm.

We always have to switch exactly \( k \) vertices in this case. Consider some ordering on \( V \setminus \{v_0\} \). A \( k \)-vertex set can contain at most \( p \) vertices among the last \( p \) in this ordering. Hence it must contain at least \( k - p \) vertices among the first \( n - p - 1 \). In the case of \( n \leq 4k \), the \( k \)-vertex sets determining the solution are searched by trying all size \( k - p \) vertex subsets and then applying the rules to find the rest of the set. Due to the previous statement, we can find each solution searching the \( k - p \) subsets only among the first \( n - p - 1 \) vertices in the ordering.

Using this idea we can bound the number of candidate tests by \( \binom{n - p - 1}{k - p} \leq \binom{2k + p + 1}{k - p} \). To find the bound for this, we again compare these terms for \( 0 \leq p \leq k - 1 \). The corresponding quadratic equation is \((k + 2p + 3) \cdot (k + 2p + 2) = (2k + p + 2) \cdot (k - p)\), where one root is

\[
p_1 = \frac{-5k - 12 + \sqrt{45k^2 + 60k + 24}}{10},
\]

and the second does not satisfy the condition \( 0 \leq p \leq k - 1 \). Asymptotically \( p_1 = 0.170821k + o(k) \), which means that \( \binom{2.1709k}{0.8291k} \) is the biggest term. Again using the standard factorial approximation we have:

\[
\left( \frac{2.1709k}{0.8291k} \right) \leq \frac{2.1710k}{e} \left( \frac{2.1710}{0.8291} \right)^{0.8291k} \cdot (1.3419)^{1.3419k} = 2.1710k \cdot \left( \frac{2.1710}{0.8291} \right)^{0.8291k} \cdot (1.3419)^{1.3419k}.
\]
Parameterized Problems Related to Seidel’s Switching

\[
\frac{2.1710k}{e} \exp(k(2.1710 \ln 2.1710 - 0.8291 \ln 0.8291 - 1.3419 \ln 1.3419)) \leq 4.2363^k,
\]

for \( k \) large enough.

Our results are summarized by the following theorem:

**Theorem 3.9** The problem **SWITCH-**\( k \)-**REGULAR** is linear fixed-parameter tractable and can be solved in time \( O(4.237^k \cdot n + m) \).

4 Optimizing the Number of Edges

The number of edges of a graph is another natural quantity to be optimized. We examine the following problems.

**SWITCH-FEW-EDGES**

**Input:** A graph \( G = (V, E) \), an integer \( k \)

**Question:** Is there a subset of vertices \( A \subseteq V \) such that in the graph \( S(G, A) \), there are at most \( k \) edges?

**SWITCH-MANY-EDGES**

**Input:** A graph \( G = (V, E) \), an integer \( k \)

**Question:** Is there a subset of vertices \( A \subseteq V \) such that in the graph \( S(G, A) \), there are at least \( k \) edges?

If \( k \) is a constant, there obviously is an \( O(n^{k+3}) \)-time algorithm for **SWITCH-FEW-EDGES** by Theorem 3.1. The problem **SWITCH-MANY-EDGES** becomes trivial in view of Lemma 3.2. For a parameter \( k \), we show a significantly better algorithm for **SWITCH-FEW-EDGES** in Subsection 4.3. We begin by showing the NP-completeness of the problems when \( k \) is a part of the input. This is done in Subsection 4.1.

4.1 NP-Completeness

In this subsection, we prove the NP-completeness of **SWITCH-FEW-EDGES** and **SWITCH-MANY-EDGES**.

**Lemma 4.1** The problems **SWITCH-FEW-EDGES** and **SWITCH-MANY-EDGES** are polynomially equivalent.

**Proof:** Let \( G \) be a graph. We use the fact that \( \overline{S(G, A)} = S(\overline{G}, A) \) for any set \( A \subseteq V_G \). Thus the graph \( S(G, A) \) has at most \( k \) edges if and only if its complement \( S(G, A) \) has at least \( \binom{n}{2} - k \) edges. \( \square \)

Therefore it suffices to show the NP-completeness of **SWITCH-FEW-EDGES** only. We use a reduction of the following well-known NP-complete problem [GJ79].

**Theorem 4.2** **SWITCH-FEW-EDGES** is NP-complete.
Proof: From an instance \((G, j)\) of SIMPLE-MAX-CUT we create an instance \((G', k)\) of SWITCH-FEW-EDGES in the following way. For each vertex of \(G\) we create a corresponding non-adjacent vertex pair in \(G'\). An edge in \(G\) is represented by four edges completely interconnecting the two pairs, and a non-edge in \(G\) is represented by only two edges connecting the two pairs in a parallel way. More formally, we set

\[
V_{G'} = \{v', v'' : v \in V_G\}
\]

\[
E_{G'} = \{\{u', v'\}, \{u'', v''\}, u, v \in V_G, u \neq v\} \cup \{\{u', v''\}, \{u'', v'\}, \{u, v\} \in E_G\}.
\]

The following lemma relates cuts in \(G\) to switches of \(G'\).

Lemma 4.3 The following statements are equivalent:

(a) There is a cut in \(G\) having at least \(j\) edges,

(b) there exists a set \(A \subseteq V_{G'}\) such that \(S(G', A)\) contains at most \(2\left\lfloor \frac{|V_G|}{2} \right\rfloor + 2|E_G| - 4j\) edges.

Proof: For a cut \(C\) in \(G\) we define a corresponding vertex subset \(A = A(C)\) of \(G'\). Suppose that \(C\) separates a vertex set \(V_1\) from the remaining vertices of \(G\). We set \(A\) to be the set \(\{v', v'' : v \in V_1\}\). Note that such a set \(A\) satisfies the following condition of legality.

Definition 4.4 Let \(A\) be a vertex subset of \(G'\). We say that a vertex \(u \in V_G\) is broken in \(A\) if \(A\) contains exactly one vertex of \(u', u''\), otherwise, we say that \(u\) is sound in \(A\). We say that a vertex-pair (edge or non-edge) \(\{u, v\} \subseteq V_G\) is broken in \(A\) if at least one of its vertices \(u, v\) is broken. Otherwise, we say that \(\{u, v\}\) is sound in \(A\).

If all vertices of \(G\) are sound in \(A\), we say that \(A\) is legal.

Legality is a desired property, because there is an obvious correspondence between legal sets and cuts in \(G\). Also, the number of edges in \(S(G', A)\) is determined by the size of the cut \(C\). The original graph \(G'\) contains two edges per every vertex-pair of \(G\) and two more edges per every edge in \(G\), which is \(2\left\lfloor \frac{|V_G|}{2} \right\rfloor + 2|E_G|\) edges altogether. Since \(A\) is legal, it can easily be checked that every non-edge \(\{u, v\}\) in \(G\) corresponds to two edges in both \(G'\) and \(S(G', A)\), regardless of the cut \(C\). For every edge \(\{u, v\}\) in the cut \(C\) we have \(u', u'' \in A\) and \(u', v'' \notin A\) (or vice versa), so switching \(A\) destroys all the four corresponding edges and creates none. For an edge not present in the cut \(C\), switching \(A\) does not modify the corresponding edges, so there are still four of them in \(S(G', A)\). To sum it up, \(S(G', A)\) has

\[
2\left\lfloor \frac{|V_G|}{2} \right\rfloor + 2|E_G| - 4|C|
\]

edges. This proves that the statement (a) implies (b). As for the other implication, by reverting the construction of \(A(C)\) from a cut \(C\), we get that it holds for legal sets \(A\). It remains to deal with possible illegal switches.

Lemma 4.5 For every illegal set \(A\) there is a legal set \(A'\) such that \(S(G', A')\) contains at most the same number of edges as \(S(G', A)\).

Proof: Let \(A\) be an illegal set. As can be seen in Fig. 2 a broken non-edge never decreases the resulting number of edges, and thus is no more profitable than a sound non-edge. Therefore, if all broken vertex-pairs are non-edges, we can legalize \(A\) by removing all vertices of \(G'\) that correspond to broken vertices.
of \( G \). After this modification, \( A \) is legal and it yields a switch with at most the same number of edges as before.

Assume that there are \( m \) broken edges, where \( m > 0 \). As shown in Fig. 2, a broken edge could in certain cases decrease the number of edges in \( G' \) by more than a sound edge not present in the cut would. We create a legal set \( A' \) from \( A \) using the following greedy algorithm.

1. \( A' := A \).
2. Find a vertex \( v \) broken in \( A' \). If there is no such, STOP.
3. Look for sound neighbors of \( v \) in \( G \). If there are more such neighbors \( u \) having \( u', u'' \in A' \) than those having \( u', u'' \notin A' \), then set \( A' := A' \setminus \{v', v''\} \), otherwise set \( A' := A' \cup \{v', v''\} \).
4. Go back to step 2.

It remains to prove that the algorithm finds a legal set that is better than \( A \).

In each iteration of step 3, the algorithm makes one vertex sound. It clearly finishes after a finite number of steps and creates a legal set. It does not modify sound vertices nor sound edges, therefore the number of edges in \( S(G', A') \) corresponding to sound vertex-pairs remains unchanged. Also, making a non-edge sound does not increase the number of edges in \( S(G', A') \) in comparison to \( S(G', A) \).

As we already know, any legal set gives us a cut in \( G \); consider the cut obtained from \( A' \). In each iteration of Step 3, at least half of the involved edges of \( G \) became cut edges. Since during the run of the algorithm, each broken edge was made sound exactly once, we know that at least \( m/2 \) broken edges became cut edges (and decreased the edge number of \( S(G', A') \) by at least 3), and at most \( m/2 \) broken edges became out of the cut (and increased the edge number of \( S(G', A') \) by at most 1). Therefore, the edge number in \( S(G', A') \) is lower by at least \( 3m/2 - m/2 = m \), which we assumed to be positive.

To finish the proof of Lemma 4.3, it remains to prove that (b) implies (a). Let \( S(G', A) \) be a switch with at most \( 2(\lvert V_G \rvert) + 2\lvert E_G \rvert - 4j \) edges. If \( A \) is illegal, Lemma 4.5 assures that there is a legal set \( A' \) such that
S(G', A') has even less edges. The legal set yields a partition \( V_1 = \{v : v', v'' \in A'\} \) and \( V_2 = V_G \setminus V_1 \) such that the cut between \( V_1 \) and \( V_2 \) contains at least \( j \) edges.

According to Lemma 4.3, the graph \( G \) contains a cut of size at least \( j \) if and only if \( G' \) is switching-equivalent to a graph with at most \( k = 2^{|V_G|} + 2|E_G| - 4j \) edges. The size of \( (G', k) \) is surely polynomial in the size of \( (G, j) \). That concludes the proof of NP-hardness of SWITCH-FEW-EDGES. To prove that SWITCH-FEW-EDGES is in NP, it suffices to note that the positive answer can be certified by a vertex set \( A \) that gives us a switch with the desired number of edges.

### 4.2 A Connection to Maximum Likelihood Decoding

In this section, we explain how the problem SWITCH-FEW-EDGES may be translated into the language of coding theory, and how it is related to a well-known problem called MAXIMUM LIKELIHOOD DECODING. We derive a consequence of Theorem 4.2.

Let \( V \) be a fixed set of \( n \) vertices. For an edge set \( E \subseteq \binom{V}{2} \), by \( \chi_E \) we denote the characteristic vector of \( E \), i.e., the element of \( \mathbb{Z}_2^{\binom{n}{2}} \) such that \( \chi_E(e) = 1 \) if and only if \( e \in E \). Thus any graph on the vertex set \( V \) can be represented by a vector of length \( \binom{n}{2} \). The following observation expresses how switching works by means of characteristic vectors.

**Observation 4.6** Let \( K_n = (V, \binom{V}{2}) \) be the complete graph, let \( V_1, V_2 \) be a partition of \( V \) and let \( S = \{\{x, y\}, x \in V_1, y \in V_2\} \) be the corresponding cut in \( K_n \). Then for any \( G = (V, E) \),

\[
\chi_S(G, V_1) = \chi_S(G, V_2) = \chi_E + \chi_S.
\]

(Note that the summation is done over \( \mathbb{Z}_2 \).) Therefore, if we seek a switch of \( G \) with the minimum number of edges, we seek a characteristic vector \( \chi_E + \chi_S \) with the minimum Hamming weight. Or, equivalently, we seek a cut \( S \) in \( K_n \) with the minimum Hamming distance between \( \chi_S \) and \( \chi_E \).

It is a well-known fact that the cut space \( C^*(G) \) of a graph \( G \) is a vector space, and the cycle space \( \mathcal{C}(G) \) is also a vector space orthogonal to \( C^*(G) \). The dimension of \( C^*(G) \) is \( |V| - 1 \), and \( C^*(G) \) can also be viewed as a linear \( [|E|, |V| - 1] \) code with a parity-check matrix \( C \) whose rows are \( |E| - |V| + 1 \) linearly independent characteristic vectors of cycles in \( G \). Such a code is called a graph theoretic code; the concept of graph theoretic codes has been introduced by Hakimi and Frank [HF65].

The problem of finding a codeword in a linear code that is closest to a given vector is an important problem in coding theory. It can be formulated as a decision problem in the following way.

**Problem:** MAXIMUM LIKELIHOOD DECODING

**Input:** A binary \( p \times q \) matrix \( H \), a vector \( r \in \mathbb{Z}_2^p \), and an integer \( w > 0 \).

**Question:** Is there a vector \( e \in \mathbb{Z}_2^q \) of Hamming weight at most \( w \) such that \( He = r \)?

This problem was proven to be NP-complete by Berlekamp et al. [BMvT78]. Note that SWITCH-FEW-EDGES is indeed its special case, which we formalize in the following lemma.

**Lemma 4.7** SWITCH-FEW-EDGES is a special case of MAXIMUM LIKELIHOOD DECODING, where \( H \) is the parity check matrix of the code of cuts in a complete graph.
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Proof: Having a graph $G$ with edge set $E$, we set $H = C(K_n)$ (the parity-check matrix of $C^*(K_n)$), $r = H\chi_E$, and $w = k$. Then a vector $e$ is a solution of MAXIMUM LIKELIHOOD DECODING if and only if $H(e + \chi_E) = 0$, which means that the vector $e + \chi_E$ is an element of the cut space $C^*(K_n)$ and its Hamming distance from $\chi_E$ is at most $k$.

Therefore, by Observation 4.6 there exists a switch of $S(G, A)$ whose characteristic vector is $e$. Since the Hamming weight of $e$ is at most $k$, the switch $S(G, A)$ has at most $k$ edges and we are done. \(\square\)

Special cases of MAXIMUM LIKELIHOOD DECODING have been studied. It is known that the problem is NP-complete even if we allow unbounded time for preprocessing the code $H$. This was proven by Bruck and Naor [BN90] by showing that MAXIMUM LIKELIHOOD DECODING is NP-complete for the cut code of a special fixed graph, and therefore no preprocessing can help because this fixed code can be known in advance. Our proof in Subsection 4.1 provides an alternative proof of Bruck and Naor’s result by using $K_n$ as the fixed graph.

4.3 Fixed Parameter Tractability

As we have seen in Subsection 4.1, the problem SWITCH-FEW-EDGES is NP-complete. But since the desired graph has at most $k$ edges, each vertex has degree at most $k$. So the problem is fixed-parameter tractable by similar arguments to the ones used for SWITCH-$k$-SMALL-DEGS problem. In the remainder of this subsection, we present a much more efficient algorithm for this problem.

The algorithm works in a very similar way as the algorithm from Subsection 3.2, hence we omit some parts of it. We again suppose, that our graph has an isolated vertex $v_0$ that is not switched in the sought solution. Again, we switch vertices one by one. We denote by $l$ the upper bound for the number of vertices we can still switch and by $B$ the set of vertices already switched. At the beginning $B := \emptyset$ and during the entire algorithm we set $l := k - |B|$. We introduce two rules. They are more powerful and the proofs of their correctness are different.

Lemma 4.8 (Rule 1) A vertex $v \in (V \setminus B) \setminus \{v_0\}$ of degree $deg_{S(G,B)}(v) > l$ must be switched in order to obtain a solution.

Proof: Suppose that $v \in (V \setminus B) \setminus \{v_0\}$ is a vertex of degree $d = deg_{S(G,B)}(v) > l$ and $A \subseteq (V \setminus B) \setminus \{v_0\}$ is a set, such that its switching in $S(G,B)$ gives a graph $H$. We show that if $v \notin A$, then the graph $H$...
has too many edges. Denote $D = A \cap N_{S(G,B)}(v)$ (see Fig. 3). Then $\{v_0, x\} \in N_{S(G,B)}(v)$ and $\{v, x\} \in N_{S(G,B)}(v) \setminus D$ are two disjoint sets of edges of the graph $H$ such that the size of their union is $|B| + |D| + |N_{S(G,B)}(v) \setminus D| = |B| + |N_{S(G,B)}(v)| = d + k - l > k$. Thus the graph $H$ has more than $k$ edges and the switching of the set $A$ does not lead to a solution. □

Lemma 4.9 (Rule 2) Vertex $v \in V \setminus B \setminus \{v_0\}$ of degree $\text{deg}_{S(G,B)}(v) < n - l - 1$ cannot be switched in order to obtain a solution.

Proof: Let again $d = \text{deg}_{S(G,B)}(v) < n - l - 1$, $A \subseteq (V \setminus B) \setminus \{v_0\}$ and $H = S(G, A \cup B)$. Suppose $v \in A$. Then $\{v_0, x\} \in A \cup B \setminus \{v\}$ and $\{v, x\} \in (V \setminus N_{S(G,B)}(v)) \setminus A$ are two disjoint sets of edges of the graph $H$ (see Fig. 3). The size of them together is at least $(|B| + |A| - 1) + (n - d - |A|) = k - l - 1 + n - d > k - l + n - (n - l - 1) - 1 = k$. Thus the graph $H$ has more than $k$ edges and the switching of the set $A$ does not lead to a solution. □

The following boundary lemma is an easy corollary of two previous Lemmas.

Lemma 4.10 (Boundary) If $n > 2l + 1$, then on each vertex either Rule 1 or Rule 2 applies.

The rest of the algorithm remains almost the same as in Subsection 3.2, only the kernel bound is $2k$ vertices, hence we omit the overview of the algorithm here. Again if $n = 2p + 2$ or $n = 2p + 1$ for some $0 \leq p \leq k - 1$, then after switching $k - p$ vertices we can decide about each vertex whether it should be switched or not according to Lemma 4.10. Thus we have at most $(2p + 1) \cdot k$ candidate sets for $p \geq k/2$ and at most $2p + 1 \leq 2k$ candidate sets for $p < k/2$. To count the time complexity, we must search for the biggest number among

$$\left(\binom{2\lceil k/2 \rceil + 1}{\lfloor k/2 \rfloor}, \binom{2\lceil k/2 \rceil + 3}{\lfloor k/2 \rfloor - 1}, \ldots, \binom{2p + 1}{k - p}, \ldots, \binom{2k - 3}{2}, \binom{2k - 1}{1}\right),$$

since for $k \geq 2$ it holds that $2^k \leq k \cdot \binom{2\lceil k/2 \rceil + 1}{\lceil k/2 \rceil}$.

By comparing again two neighboring terms $\binom{2p + 1}{k - p}$ and $\binom{2p + 3}{k - p - 1}$ we get the cubic equation $(3p - k + 4) \cdot (3p - k + 3) \cdot (3p - k + 2) = (2p + 1) \cdot (2p + 2) \cdot (k - p)$, with parameter $k$. The equation has again only one real root

$$p_0 = \frac{1}{93} \cdot (31k - 91 + (3844k^3 + 1190k^2 + 9579k + 1403) +
+ 93\sqrt{3} \cdot 496k^6 + 2976k^5 + 6088k^4 + 3888k^3 - 3541k^2 - 6848k - 390)^{1/3} +
+ (124k^2 + 310k + 469) \cdot (3844k^3 + 1190k^2 + 9579k + 1403) +
+ 93\sqrt{3} \cdot 496k^6 + 2976k^5 + 6088k^4 + 3888k^3 - 3541k^2 - 6848k - 390)^{-1/3},$$

which is $p_0 = 0.611492k + o(k)$. Hence, for $k$ large enough, $\left(\frac{1.2230k + 1}{0.3885k}\right)^{1.2231k}$ is the biggest term.

Again using standard factorial approximation we have:

$$\left(\left[\frac{1.2230k}{0.3885k}\right] + 1\right) e^{\frac{1.2231k}{0.3885}} \approx \frac{1.2231k}{0.3885} e^{\frac{1.2231k}{0.3885}} = \frac{1.2231k}{0.3885} \cdot \exp\left(1.2231 \ln \frac{1.2231}{0.3885} - 0.3885 \ln 0.3885 - 0.8346 \ln 0.8346\right) \leq 2.1479k,$$
for $k$ large enough.

Our results are summarized by the following theorem:

**Theorem 4.11** Switch-Few-Edges is fixed-parameter tractable and there is an algorithm running in time $O(2.148^k \cdot n + m)$.

## 5 Searching for a Switch with a $cn$-Clique

In this section, we consider the following problem. We assume that $c$ is a fixed constant from the interval $(0, 1)$.

<table>
<thead>
<tr>
<th><strong>SWITCH-cn-Clique</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> Graph $G = (V, E)$ on $n$ vertices</td>
</tr>
<tr>
<td><strong>Question:</strong> Is there a subset of vertices $A \subseteq V$ such that the graph $S(G, A)$ contains a clique of size at least $cn$?</td>
</tr>
</tbody>
</table>

**Theorem 5.1** The problem SWITCH-cn-Clique is NP-complete for any $c \in (0, 1)$.

**Proof:** We prove the theorem in two steps: first we prove the statement for rational numbers $c$ only; then we extend it to numbers $c$ which are irrational. It is clear that the problem is in NP – a polynomial-size certificate contains vertex subsets $A$ and $C$ such that $S(G, A)[C]$ is a clique of the desired size. In the case of irrational $c$, we assume that an oracle can be used giving for any $n$ the value of $\lceil cn \rceil$ in constant time. This ensures that the certificate can be checked in time polynomial in $n$.

Each step is a reduction of the SAT problem which is known to be NP-complete [GJ79].

Suppose that $c$ is rational and equal to $\frac{p}{q}$, where $p, q \in \mathbb{N}$, and $p < q$. We have an instance of SAT: a formula $\varphi$ in CNF with $k$ clauses and $l$ occurrences of literals, and ask if $\varphi$ is satisfiable. Without loss of generality we can assume that $k < l$ and $k \geq 2$.

Let $G = G_{p,q}(\varphi)$ be a graph constructed in the way illustrated in Figure 4. The vertices of $G$ are $V_G = L \cup K \cup Z$, where $L$, $K$, $Z$ are pairwise disjoint and

$$|L| = l,$$

$$|K| = pl + p - k,$$

$$|Z| = (q - p - 1)(l + 1) + k + 1.$$

The edges of $G$ are defined as follows:

- $K$ induces a clique and every vertex in $K$ is adjacent to all vertices in $L$ and no vertex in $Z$.
- Every vertex in $Z$ is adjacent to all vertices in $L$ and to nothing else.
- Vertices of $L$ represent occurrences of literals in $\varphi$. Two vertices $l_1, l_2 \in L$ are adjacent if and only if
  - $l_1$ and $l_2$ occur in different clauses and
  - they are not in the form $l_1 = \neg l_2$ or $l_2 = \neg l_1$. 

Lemma 5.2 Let $j$ be an integer. The graph $G_{p,q}(\varphi)[L]$ contains a clique on $j$ vertices if and only if the formula $\varphi$ contains $j$ clauses that are all satisfiable at the same time.

Proof: If there are $j$ clauses in $\varphi$ that are simultaneously satisfied by a valuation $v$, then we can pick from each of them one literal which is true in $v$; these literals correspond to pairwise adjacent vertices – a clique of size $j$.

On the other hand, assume that $G[L]$ contains a clique of size $j$. Then the $j$ corresponding literals cover $j$ clauses and all can be true at the same time. Hence all the $j$ clauses are simultaneously satisfiable. \qed

Lemma 5.2 immediately gives us the following corollary.

Corollary 5.3 The formula $\varphi$ is satisfiable if and only if $G_{p,q}(\varphi)[L]$ contains a clique of size $k$ (where $k$ is the number of clauses in $\varphi$).

Let us now consider cliques of size $pl + p$ in the whole graph – either in the original graph $G$ or in its switches. Note that

$$n = |L \cup K \cup Z| = l + (pl + p - k) + ((q - p - 1)(l + 1) + k + 1) = ql + q$$

$$\frac{pl + p}{n} = \frac{pl + p}{ql + q} = \frac{p(l + 1)}{q(l + 1)} = \frac{p}{q} = c,$$

therefore cliques of size $pl + p$ are exactly $cn$-cliques.

Lemma 5.4 The following statements are equivalent for $G = G_{p,q}(\varphi)$.

(a) The graph $G[L]$ contains a $k$-clique.

(b) The graph $G$ contains a $(pl + p)$-clique.

(c) There exists a set $A \subseteq V_G$ such that $S(G, A)$ contains a $(pl + p)$-clique.
First we prove that (a) implies (b). Any clique in $G[L]$ forms a larger clique together with all vertices of $K$. So, if $G[L]$ contains a $k$-clique, then $G[L \cup K]$ contains a clique of size $k + (pl + p - k) = pl + p$.

Obviously (b) implies (c), because if the graph $G$ contains a $(pl + p)$-clique, it suffices to take $A = \emptyset$ for $S(G,A)$ to contain a $(pl + p)$-clique as well.

To prove that (c) implies (a), suppose that there is a set $A \subseteq V_G$ such that $S(G,A)$ contains a $(pl + p)$-clique; let us denote the vertex set of such a clique by $C$. The set $C$ does not contain more than two vertices of $Z$, because they are pairwise non-adjacent in $G$ and in $S(G,A)$ they induce a bipartite graph.

From the assumptions $k < l$ and $k \geq 2$ it follows that $l > 2$. Moreover, $p \geq 1$, so $pl + p > 2$. Therefore $C$ contains some vertices of $L$ or $K$. But all vertices of $Z$ are non-adjacent in $G$ and have the same neighborhood in $G[L \cup K]$; surely all vertices in $Z \cap C$ have the same neighborhood in $S(G,A)[C]$ (otherwise $C$ would not induce a clique). But then either $(Z \cap C) \subseteq A$ or $(Z \cap C) \cap A = \emptyset$, so switching $A$ does not affect edges inside $S(G,A)[Z \cap C]$ and any two vertices in $S(G,A)[Z \cap C]$ are non-adjacent. Therefore $C$ contains at most one vertex of $Z$.

Since $1 + |K| = 1 + (pl + p - k) < pl + p$, the clique $C$ contains at least one vertex of $L$. But then it cannot contain both vertices of $K$ and $Z$, because in the graph $G$ they have the same neighborhood in $L$ and there is no edge between $K$ and $Z$. Also, the set $C$ cannot consist only of vertices of $L$, because $pl + p > l$. Therefore $C$ contains one of the following:

- $pl + p - 1$ (which is at least $k$) vertices of $L$ and one vertex of $Z$
- at least $k$ vertices of $L$ and at least one vertex of $K$.

In both cases, $C$ contains $k$ vertices of $L$, and a vertex $v$ of $K \cup Z$. Since $C$ induces a clique in $S(G,A)$, the vertex $v$ is adjacent to all other vertices in $C$. But in $G$, by definition, the vertex $v$ is adjacent to all vertices of $L$, too. So switching $A$ cannot have changed any edge connecting $v$ and the $k$ vertices, which means that either all these $k + 1$ vertices are in $A$ or none of them is. But then they induce a $(k + 1)$-clique in $G$ as well, and $G[L]$ contains a $k$-clique, which we wanted to prove.

Corollary 5.3 and Lemma 5.4 together give us that $\varphi$ is satisfiable if and only if there exists a set $A \subseteq V_G$ such that $S(G,A)$ contains a $(pl + p)$-clique. But we have already shown that $pl + p = cn$; and clearly a graph contains a clique of size exactly $cn$ if and only if it contains a clique of size at least $cn$. That concludes the reduction. The graph $G_{p,q}(\varphi)$ with $q(l + 1) = O(l)$ vertices and $O(l^2)$ edges can surely be constructed in time polynomial in the size of $\varphi$. Hence the problem SWITCH-en-CLIQUE is NP-complete for every rational constant $c \in (0, 1)$.

To prove the NP-completeness of SWITCH-en-CLIQUE for irrational numbers $c$ as well, we use a consequence of the PCP theorem of Arora et al. [ALM+98] (stated analogously to the following statement in [Vaz01] Theorem 29.7).

**Theorem 5.5** There is a constant $\varepsilon > 0$ for which there is a gap-introducing reduction from SAT to MAX-3SAT that transforms a Boolean formula $\psi$ to $T(\psi)$ such that

- If $\psi$ is satisfiable, then $T(\psi)$ is satisfiable.
- If $\psi$ is not satisfiable, then at most $1 - \varepsilon$ fraction of the clauses of $T(\psi)$ are simultaneously satisfiable.
Our aim is to do a reduction from an instance $\psi$ of SAT. We will use the graph $G_{p,q}$, like in the previous part of the proof; this time for the transformed formula $T(\psi)$ and for numbers $p$ and $q$ such that $\frac{p}{q}$ is sufficiently close to the irrational number $c$. Then we examine the relationship between $cn$-cliques and $\frac{p}{q}$-cliques in the resulting graph.

To show that some suitable numbers $p$ and $q$ exist, we will make use of Lemma 5.6. Let $\{x\}$ denote the fractional part of $x$. Lemma 5.6 is a special case of the (one-dimensional) Kronecker Theorem which states that for every irrational number $\alpha$ the sequence $\{n\alpha\}$, where $n = 1, 2, \ldots$, is dense in the interval $[0, 1]$ (see [HW08]; the Theorem was first published in 1884).

**Lemma 5.6** For any irrational number $\alpha \in [0, 1]$, any $\varepsilon > 0$ and $r \in \mathbb{R}$ there exists $n \in \mathbb{N}$ such that $n > r$ and $\{n\alpha\} < \varepsilon$.

For our purposes we need the following statement:

**Lemma 5.7** For each irrational $c \in (0, 1)$, each $\varepsilon > 0$ and $m > 0$, there exist $p, q \in \mathbb{N}$ such that $\frac{p}{q} \in (0, 1)$, $p > m$ and

$$c \in \left(1 - \frac{\varepsilon}{4p}\right) \frac{p}{q}, \frac{p}{q}.$$

**Proof:** We shall find an integer $p$ such that the interval $(\frac{p}{c} - \frac{\varepsilon}{4}, \frac{p}{c})$ contains another integer $q$. Then we check that the obtained numbers $p$ and $q$ satisfy the conditions of the Lemma. In order for the interval $(\frac{p}{c} - \frac{\varepsilon}{4}, \frac{p}{c})$ to contain an integer, $p$ must satisfy the condition

$$\frac{p}{c} < \varepsilon \frac{4}{4c}.$$  \hfill (1)

We also want that $p > m$ (which is given in the statement of the Lemma), and additionally we request that the following condition holds (which will prove useful later):

$$p > \varepsilon \frac{4}{4(1 - c)}.$$  \hfill (2)

It is true that $\{\frac{p}{c}\} = \{\frac{1}{c}\}$, the number $\{\frac{1}{c}\}$ lies in the interval $(0, 1)$, and surely $\frac{c}{4c} > 0$; hence Lemma 5.6 for $\alpha = \{\frac{1}{c}\}$, $\varepsilon' = \frac{c}{4}$ and $r = \max(m, \varepsilon \frac{4}{4(1 - c)})$ ensures the existence of such a $p$.

Then we set $q = \lfloor \frac{p}{c} \rfloor$ and verify that it is really an integer in the interval $(\frac{p}{c} - \frac{\varepsilon}{4}, \frac{p}{c})$. The number $\frac{p}{c}$ is irrational, so we have $q < \frac{p}{c}$. The fact that $\lfloor \frac{p}{c} \rfloor = \frac{p}{c} - \{\frac{1}{c}\}$, and (1) together give us the other inequality $q > \frac{p}{c} - \frac{\varepsilon}{4c}$.

Moreover, from (2) we obtain

$$\frac{p}{c} - \frac{\varepsilon}{4c} > p,$$

so any integer $q$ in the interval $(\frac{p}{c} - \frac{\varepsilon}{4c}, \frac{p}{c})$ is larger than $p$. In particular, $q$ is a positive integer, and $\frac{p}{q} \in (0, 1)$. Also, by rewriting the inequalities $q < \frac{p}{c}$ and $q > \frac{p}{c} - \frac{\varepsilon}{4c}$ we get the desired inequality

$$\left(1 - \frac{\varepsilon}{4p}\right) \frac{p}{q} < c < \frac{p}{q}.$$
Let $c$ be an irrational number in $(0, 1)$, let $\varepsilon$ be the constant from Theorem 5.5, and $p$, $q$ the integers given by Lemma 5.7 for $\varepsilon$ and $c$ and such that $p > 2$. We take an instance $\psi$ of SAT and construct the graph $G = G_{p, q}(T(\psi))$ in the same way as in the previous part of the proof. Let us again denote the number of clauses of $T(\psi)$ by $k$. The number of occurrences of literals is $l$, and $n$ stands for the number of vertices of $G$.

If $\psi$ is satisfiable, we have again by Corollary 5.3 that $G[L]$ contains a $k$-clique, and by Lemma 5.4 the graph $G$ contains a $(pl + p)$-clique, which is a $\frac{\varepsilon}{q}n$-clique. We shall show that if $\psi$ is not satisfiable, then for any set $A \subseteq V_G$ the graph $S(G, A)$ does not contain a clique of size larger than $(1 - \varepsilon)k$. We limit ourselves to instances $\psi$ such that $(1 - \varepsilon)k > 1$ and $pl + p - \varepsilon k \geq 2$, which we can do without loss of generality. Let us first show the following lemma.

**Lemma 5.8** Let $\psi$ be a formula such that $(1 - \varepsilon)k > 1$ and $pl + p - \varepsilon k \geq 2$. If $\psi$ is not satisfiable, then for any set $A \subseteq V_G$ the graph $S(G, A)$ does not contain a clique of size larger than $pl + p - \varepsilon k$.

**Proof:** Suppose that for some $A \subseteq V_G$ the graph $S(G, A)$ contains a clique $C$ of size larger than $pl + p - \varepsilon k$. Then (similarly as in the proof of Lemma 5.4) we get that the set $C$ does not contain more than two vertices of $Z$, because they are pairwise non-adjacent in $G$ and in $S(G, A)$ they induce a bipartite graph.

Since $|C|$ is more than two, $C$ contains some vertices of $L$ or $K$. But all vertices of $Z$ are non-adjacent in $G$ and have the same neighborhood in $G[L \cup K]$; surely all vertices in $Z \cap C$ have the same neighborhood in $S(G, A)[C]$ (otherwise $C$ would not be a clique). But then either $(Z \cap C) \subseteq A$ or $(Z \cap C) \cap A = \emptyset$, so switching $A$ does not affect edges inside $S(G, A)[Z \cap C]$, and any two vertices in $S(G, A)[Z \cap C]$ are non-adjacent. Therefore $C$ contains at most one vertex of $Z$.

The set $C$ contains at least one vertex of $L$, because

$$1 + |K| = 1 + (pl + p - k) < (1 - \varepsilon)k + pl + p - k = pl + p - \varepsilon k.$$  

But then $C$ cannot contain both vertices of $K$ and $Z$, because in $G$ they have the same neighborhood in $L$ and there is no edge between $K$ and $Z$.

We have requested that $p > 2$. Then $l < (p - 1)l + p < pl + p - \varepsilon k$. Hence $C$ cannot consist only of vertices of $L$. Therefore $C$ consists of one of the following:

- more than $pl + p - \varepsilon k - 1$ (which is larger than $(1 - \varepsilon)k$) vertices of $L$, and one vertex of $Z$
- more than $(1 - \varepsilon)k$ vertices of $L$, and $pl + p - k$ vertices of $K$.

In both cases, $C$ contains more than $(1 - \varepsilon)k$ vertices of $L$, and a vertex $v$ from $K$ or $Z$. Since $C$ induces a clique in $S(G, A)$, the vertex $v$ is adjacent to all other vertices in $C$. But in $G$, by definition, $v$ is adjacent to all vertices of $L$, too. So switching $A$ cannot have changed any edge connecting $v$ and the other vertices, which means that either all the vertices are in $A$ or none of them is. But then they induce a clique of size larger than $(1 - \varepsilon)k$ in $G[L]$ as well. By Theorem 5.5 and Lemma 5.2 the maximum clique size in $G[L]$ is $(1 - \varepsilon)k$, which is a contradiction.

By Lemma 5.8, if $\psi$ is not satisfiable, then the maximum clique size in $S(G, A)$ for any $A$ is $pl + p - \varepsilon k$. But

$$\frac{\varepsilon k}{n} = \frac{\varepsilon k}{q(l + 1)} = \frac{\varepsilon k}{q(3k + 1)} \geq \frac{\varepsilon}{4q} = \frac{\varepsilon}{4p} \cdot \frac{p}{q}.$$
so the maximum clique size divided by \( n \) is

\[
\frac{pl + p - \varepsilon k}{n} = \frac{p(l + 1)}{q(l + 1)} - \frac{\varepsilon k}{q(l + 1)} \leq \frac{p}{q} - \frac{\varepsilon}{4p} \cdot \frac{p}{q} = \left(1 - \frac{\varepsilon}{4p}\right) \frac{p}{q}.
\]

We have chosen the numbers \( p, q \) so that

\[ c \in \left( 1 - \frac{\varepsilon}{4p}, \frac{p}{q} \right), \]

hence the maximum clique ratio matches the lower bound of the interval containing \( c \).

To sum it all up, we have shown that

- if \( \psi \) is satisfiable, then there exists an \( A \subseteq V_G \) such that \( S(G, A) \) contains a clique of size \( \frac{p}{q} n \), which is at least \( c n \),

- if \( \psi \) is not satisfiable, then for no set \( A \subseteq V_G \) the graph \( S(G, A) \) contains a clique of size more than \( (1 - \frac{\varepsilon}{4p}) \frac{p}{q} n \), especially of size at least \( c n \).

Hence \( \psi \) is satisfiable if and only if \( G \) can be switched to contain a clique of size at least \( c n \). The graph \( G_{p,q}(T(\psi)) \) with \( q(l + 1) = O(l) \) vertices and \( O(l^2) \) edges can be constructed in polynomial time. That concludes the polynomial-time reduction of 3-SAT to \( \text{SWITCH}-cn\text{-CLIQUE} \) for an irrational constant \( c \), and also the proof that the problem is NP-complete.

\[ \square \]

\section{Parameterized Complexity of the Embedding Problem}

In this section we examine the following problem:

\textbf{SWITCH-\textsc{Embed}}

\begin{itemize}
\item \textbf{Input:} Graphs \( G, H \)
\item \textbf{Parameter:} \( |V(H)| \)
\item \textbf{Question:} Is there a graph that is switching-equivalent to the input graph \( G \) and contains the input graph \( H \) as an induced subgraph?
\end{itemize}

It has been shown in [EHHR00a] that it is NP-Complete to decide whether a switching class contains a graph with a clique of size at least \( k \). There is also an easy parameterized reduction from \textsc{CLIQUE} showing the problem \textsc{SWITCH-\textsc{Embed}} is W[1]-hard even if we restrict the input graph \( H \) to be complete graph.

\begin{proposition}
It is W[1]-hard to decide whether there is a graph that is switching-equivalent to the input graph and contains a clique of size \( k \), \( k \) being the parameter of the problem.
\end{proposition}

\textbf{Proof:} We reduce the \textsc{CLIQUE} problem that is well known to be W[1]-complete [DF99]. Let \( (G, k) \) be an instance of \textsc{CLIQUE}. Consider a graph \( G' \) obtained from \( G \) by adding a clique \( K \) of size \( k \) and connecting all its vertices with all the vertices of \( G \). Then the switching class of \( G' \) contains a graph with a clique of size \( 2k \) if and only if \( G' \) contains such a clique, which is if and only if \( G \) contains a clique of size \( k \).

To see this, first assume that some vertices of \( K \) are contained in a \( 2k \)-clique \( C \) in a switch \( S(G', A) \) of \( G' \). Since the vertices of \( C \) are all pairwise adjacent in \( S(G', A) \), and the vertices of \( K \) are adjacent to
all vertices of $G$ in $G'$, the vertices of $C$ are all contained either in $A$ or in $V(G') \setminus A$. Hence, either $A$ or $V(G') \setminus A$ contains the clique $C$ both in $S(G', A)$ and in $G'$, thus $G'$ also contains a clique of size $2k$.

If the clique $C$ consists solely of the vertices of $G$, then one of the sets $A, V(G) \setminus A$ contains at least half of $C$, and thus there is a clique of size $k$ in $G$.

The problem can be also easily shown to be in $W[1]$.

**Proposition 6.2** The problem SWITCH-EMBED is in $W[1]$.

For the proof we use the characterization of $W[1]$ by Nondeterministic Random Access Machines as proposed in [CFG03].

A nondeterministic random access machine (NRAM) model is based on the standard deterministic random access machine (RAM) model. A single nondeterministic instruction “GUESS” is added, whose semantics is: Guess a natural number less than or equal to the number stored in the accumulator and store it in the accumulator. Acceptance of an input by an NRAM is defined as usually for nondeterministic machines. The steps of computation of an NRAM that execute a GUESS instruction are called nondeterministic steps.

**Definition 6.3** An NRAM program $P$ is tail-nondeterministic $k$-restricted if there are computable functions $f$ and $g$ and a polynomial $p$ such that on every run with input $(x, k) \in \Sigma^* \times \mathbb{N}$ the program $P$

- performs at most $f(k) \cdot p(n)$ steps;
- uses at most the first $f(k) \cdot p(n)$ registers;
- contains numbers $\leq f(k) \cdot p(n)$ in any register at any time;

and all nondeterministic steps are among the last $g(k)$ steps of the computation. Here $n = |x|$.

The following characterization is crucial for our proof:

**Theorem 6.4** (Flum, Grohe [CFG03]) A parameterized problem $P$ is in $W[1]$ if and only if there is a tail-nondeterministic $k$-restricted NRAM program deciding $P$.

**Proof of Proposition 6.2.** For the proof we introduce the program $\text{SwitchEmbed}$ that takes graphs $G$ and $H$ as an input, and there is an accepting computation of $\text{SwitchEmbed}$ on $G$ and $H$ if and only if there is a switch of $G$ containing $H$ as an induced subgraph. We present it in a higher level language that can be easily translated to the NRAM instructions. The program is obviously tail-nondeterministic $|H|$-restricted. It can easily be modified to handle the non-induced case.

**Program** $\text{SwitchEmbed}(G, H)$

1. Denote $k := |H|, V(H) = \{h_1, \ldots, h_k\}$;
2. Guess $k$ distinct vertices $v_1, \ldots, v_k$ from $V(G)$;
3. Denote $S := \{v_1, \ldots, v_k\}$;
4. Guess $A \subseteq S$;
5. Denote $f : S \to V(H), v_i \mapsto h_i (\forall i, 1 \leq i \leq k)$
6. If $f$ is a graph isomorphism between $S(A, G[S])$ and $H$ then ACCEPT; else REJECT;
7 Open Problems

To conclude, we mention some open problems related to the problems we have solved in this paper.

**Switching to a $k$-degenerated graph** An $O(n^{k+3})$-time algorithm for this problem follows from the results of Ehrenfeucht et al. [EHHR00a]. If $k$ is a part of the input, no polynomial time algorithm is known. The problem is also not known to be NP-complete. Fixed-parameter tractability would be a good alternative.

**Parameterization above guaranteed value** It is not known whether it is possible to decide in polynomial time whether the input graph is switching-equivalent to a graph having all degrees at least $\lceil n/2 \rceil + k$, where $k$ is a fixed constant.

**Switching to an $H$-free graph** The question whether the input graph can be switched to a graph not containing the graph $H$ (which is also part of the input) is not even known to be in NP, it only trivially falls into the class $\Sigma_2^P$ of the polynomial hierarchy. It is known to be in P for the following fixed graphs $H$ (and their complements): for $K_2$ (this can be simply proved, see also [HHW02]), for $K_{1,2}$ ([KNZ92]), for $K_3$ ([Hay99, HHW02]), $P_4$ ([Her99]), and $K_{1,3}$ ([JK08]). On the contrary, there are infinitely many graphs $H$ in a certain class of graphs called “hedgehogs” for which the problem is NP-complete [Jel11]. However, these are the only few exceptions for which the complexity has been determined. It is not even known whether the problem is either polynomial or NP-complete for each fixed graph $H$.
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