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In this paper we consider the problem of deciding whether a given \( r \)-uniform hypergraph \( H \) with minimum vertex degree at least \( c\left(\frac{|V(H)|-1}{r-1}\right) \), or minimum degree of a pair of vertices at least \( c\left(\frac{|V(H)|-2}{r-2}\right) \), has a vertex 2-coloring. Motivated by an old result of Edwards for graphs, we obtain the first optimal dichotomy results for 2-colorings of \( r \)-uniform hypergraphs. For each problem and each \( r \geq 3 \), we determine a threshold value depending on \( r \) such that the problem is NP-complete for \( c \) below the threshold, while for \( c \) strictly above the threshold it is polynomial. We provide an algorithm constructing the coloring with time complexity \( O(n^C) \), for some \( C = C(c, r) > 0 \). This algorithm becomes more efficient in cases \( r = 3, 4, 5 \) due to known Turán numbers of the triangle and the Fano plane. In addition, we determine the computational complexity of strong coloring of 3-uniform hypergraphs \( H \) with minimum vertex degree at least \( c\left(\frac{|V(H)|-1}{2}\right) \), for some \( c \), leaving a gap for \( k \geq 5 \), which vanishes as \( k \to \infty \).

Keywords: complexity, coloring, hypergraphs

1 Introduction

A hypergraph \( H = (V, E) \) is a finite set of vertices \( V \) together with a family \( E \) of distinct, nonempty subsets of vertices called edges. In this paper we consider \( r \)-uniform hypergraphs (\( r \)-graphs) in which, for a fixed \( r \geq 2 \), each edge is of size \( r \).

For an \( r \)-graph \( H \), the minimum (\( l \)-wise) degree, for \( 1 \leq l \leq r - 1 \), denoted by \( \delta_l(H) \), is the largest integer \( d \) such that every \( l \)-element set of vertices of \( H \) is contained in at least \( d \) edges of \( H \). We will mostly consider the cases \( l = 1, 2 \). A \( k \)-coloring of a hypergraph \( H = (V, E) \) is a function assigning colors from \( \{1, 2, \ldots, k\} \) to vertices of \( H \) in such a way that no edge is monochromatic. The minimum number \( k \) such that \( H \) admits a \( k \)-coloring is called the chromatic number of \( H \), denoted by \( \chi(H) \). A hypergraph with \( \chi(H) \leq k \) is called \( k \)-colorable. A 2-colorable hypergraph is called bipartite.

We study the following decision problem.
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Definition 1.1. For fixed integers $r$, $1 \leq l \leq r-1$ and $k$, and a real number $0 \leq c \leq 1$, define the problem $\Pi_{r,l}^{(k,c)}$ as follows:

Input: $r$-graph $H = (V,E)$ with $|V(H)| = n$ and $\delta_l(H) \geq c(n-\frac{l}{r})$

Output: Is $H$ $k$-colorable ($\chi(H) \leq k$)?

In particular, if we disregard the minimum degree condition by setting $c = 0$, we get the classical problem which asks whether a given $r$-graph admits a $k$-coloring. Let us denote this problem by $\Pi_r^{(k)}$.

In [8], Edwards considered the problem $\Pi_{2,1}^{(k,c)}$ and proved the following result.

Theorem 1.2 (Th. 2.5, [8]). For $k \geq 3$,

$$\Pi_{2,1}^{(k,c)} \text{ is } \begin{cases} 
\text{NP-complete, for } c \leq \frac{k-3}{k-2}, \\
\text{in } P \text{, for } c > \frac{k-3}{k-2}.
\end{cases}$$

Moreover, the time complexity of Edwards's algorithm is

$$O \left( \max \left\{ n^{k-1} \log n; n^{\frac{k-2}{k-2}} + 1 \right\} \right),$$

for some $\gamma = \gamma(c,k) > 0$.

We extend this result to $r$-graphs for $r \geq 3$ and $l = 1, 2$ and determine the threshold values of the constant $c$ above which $\Pi_{r,l}^{(2,c)}$ is in $P$ and below which $\Pi_{r,l}^{(2,c)}$ is NP-complete. The following theorem is the main result of this paper.

Theorem 1.3. For every $r \geq 3$ and $l = 1, 2$,

$$\Pi_{r,l}^{(2,c)} \text{ is } \begin{cases} 
\text{NP-complete, for } c < 1 - \frac{1}{2^{r-1}}, \\
\text{in } P \text{, for } c > 1 - \frac{1}{2^{r-1}}.
\end{cases}$$

Moreover, in the latter case, the time complexity of $\Pi_{r,l}^{(2,c)}$ is

$$O \left( \max \left\{ n^{4/\epsilon+1} \log n; n^{\epsilon \log(1-\epsilon/2) + 1} \right\} \right)$$

with $\epsilon = c - 1 + \frac{1}{2^{r-1}}$.

On the hardness side of the above result, we show that the problem $\Pi_{r,l}^{(2,c)}$ is NP-complete for $c < 1 - \frac{1}{2^{r-1}}$ for all $1 \leq l < r$. This suggests that the value $1 - \frac{1}{2^{r-1}}$ is indeed the threshold in general.

Conjecture 1.4. For every $r \geq 3$ and $1 \leq l < r$, the problem $\Pi_{r,l}^{(2,c)}$ is in $P$, for $c > 1 - \frac{1}{2^{r-1}}$.

In addition, for $3$-, $4$- and $5$-graphs we apply known results from extremal hypergraph theory and obtain modified algorithms, often with better running time.

Theorem 1.5. The complexity of

a) $\Pi_{3,2}^{(2,c)}$ is $O \left( \max \left\{ n^3 \log n; n^{\frac{2}{\log(1-c)}} + 1 \right\} \right)$, for $c > 0$. 

Theorem 1.9

For fixed integers \( r \), \( 1 \leq l \leq r - 1 \) and \( k \geq r \), and a real number \( 0 \leq c \leq 1 \), define the problem \( \Pi_l^r(k, c) \) as follows:

**Input:** \( r \)-graph \( H = (V, E) \) with \( |V(H)| = n \) and \( \delta_l(H) \geq c^{\binom{n}{r-l}} \)

**Output:** Is \( H \) strong \( k \)-colorable \( (\chi_s(H) \leq k) \)?

This problem reduces to a graph coloring problem in the following sense.

Remark 1.7 Every strong coloring of an \( r \)-graph can be viewed as a vertex coloring of the clique graph \( G_r(H) \) of the \( r \)-graph \( H \), defined on the same set of vertices, with edge set \( E(G_r(H)) = \{ \{u, v\} : u, v \in e \text{ for some } e \in E(H) \} \). In this way, \( \chi_s(H) = \chi(G_r(H)) \), the ordinary chromatic number of the clique graph of \( H \).

Using this relation together with Theorem 1.2 and complementing it with a proof of NP-completeness, we obtain the following result.

Proposition 1.8 For \( k \geq 3 \), \( \Pi_l^3(k, c) \) is

\[
\begin{cases} 
\text{NP-complete, for } c \leq \frac{(k-3)(k-4)}{(k-2)^2}, \\
in P, \text{ for } c > \left(\frac{k-3}{k-2}\right)^2 \end{cases}
\]

For \( k = 3 \) we see that \( \Pi_l^3(3, c) \) is in \( P \) for all \( c > 0 \), while for \( k \geq 4 \) there is a gap between the two thresholds. We close the gap for \( k = 4 \).

Theorem 1.9 \( \Pi_l^3(4, c) \) is in \( P \), for every \( c > 0 \).

Remark 1.10 For \( l \geq 2 \) the problem \( \Pi_l^r(k, c) \) is trivial for any \( c > 0 \). This is because in such a case, the condition \( \delta_l(H) \geq c^{\binom{n}{r-l}} > 0 \) implies that every set of \( l \) vertices belongs to a hyperedge and thus, every strong coloring is a one-to-one mapping, which imposes \( \chi_s(H) = n \).

In view of Remark 1.10, we only consider strong coloring in the case of \( l = 1 \) and use a shorthand notation \( \Pi_s(k, c) := \Pi_l^r(k, c) \).

This paper is organized in the following manner. In the next section we give an overview of previous results. Section 3 contains the proof of the hardness result for any \( r \geq 3 \) and \( 1 \leq l < r \). The polynomial time algorithms constructing a 2-coloring in dense \( r \)-graphs (the proof of Theorem 1.3) as well as in 3-, 4-,
and 5-graphs (the proof of Theorem 1.5) are presented in Section 4. That section also includes a comment on a corresponding enumeration problem. Section 5 concerns the strong coloring problem for 3-graphs. The paper is concluded with some final remarks and open questions.

2 Known Results

The property of hypergraph 2-colorability has been studied since the paper of Bernstein [2] and it has got its other name, Property B, after him. It is a central problem in combinatorics as well as in computer science due to its connections to graph coloring and satisfiability problems. A line of research (e.g. [23]) has been devoted to extremal problems asking for the least number of edges that an $r$-graph can have without possessing Property B.

From the computer science point of view, one interesting issue is the approximability of this NP-complete problem. Guruswami et al. [13] proved that it is NP-hard to color bipartite $r$-graphs with a constant number of colors for $r \geq 4$. Dinur et al. [7] showed that this problem remains inapproximable by a constant for 3-graphs. On the other hand, Krivelevich et al. [19] found a polynomial time algorithm which colors bipartite 3-graphs using $O(n^{1/5} \log^{c} n)$ colors.

Another direction of investigation is to look for an optimal solution in random or restricted classes of $r$-graphs. Recently, an expected polynomial time algorithm for coloring 2-colorable random 3-graphs with two colors was given by Person and Schacht in [21].

The purpose of our paper is to study the complexity of this problem for dense hypergraphs, which was first addressed by Chen and Frieze in [4]. They showed, using the idea of Edwards [8], that every bipartite 3-graph with $\delta_2(H) > cn$ can be 2-colored in $n^{O(1/c)}$ time via a randomized algorithm. Their result, as stated, relies on the assumption that the input hypergraph is, indeed, 2-colorable. Similarly to Edwards, they reduce the problem to 2-SAT, but their 2-SAT formulation is different. We introduce the link graphs into this idea and first show a deterministic algorithm for the same set of parameters ($r = 3$, $l = 2$) with running time $O(n^{2 \log(1-c)^{-1} + 1})$. Then we extend it to $r$-graphs for every $r \geq 3$. In addition, we consider $\delta_1(H)$, i.e. the degree of a single vertex instead of a pair and get similar results for every $r \geq 3$.

At the same time, another motivation to consider the 2-coloring problem in dense hypergraphs came from a recent study of other problems in this class. In the last ten years a series of papers appeared (see, e.g. [26], [25], [22]) where the structural properties of dense hypergraphs, satisfying the so called Dirac-conditions were studied. They triggered further investigation of the computational aspects of problems like matching, Hamilton cycle and packing. The complexity of perfect and almost perfect matching in hypergraphs of large minimum $(r - 1)$-wise degree was examined in [28] and [16]. In [15], the first polynomial time algorithm finding a Hamiltonian cycle in $r$-graphs with minimum degree $\delta_{r-1}(H) \geq (1/2 + \epsilon)n$ was given.

Strong colorings of general hypergraphs were studied by Agnarsson and Halldórsson in [1]. Their main motivation was to unify various coloring problems as strong colorings of appropriate hypergraphs and their results contain offline and online approximation algorithms for strong colorings of arbitrary hypergraphs in terms of the size of a largest hyperedge and the number of hyperedges.

A preliminary version of this paper appeared in [27].
3 Hardness Result

In this section we prove the first part of Theorem 1.3 in a more general form.

**Lemma 3.1** For every \( r \geq 3 \), \( 1 \leq l < r \) and \( c < 1 - \frac{1}{r-1} \), the problem \( \Pi^{r,l}(2, c) \) is NP-complete.

**Proof:** To prove the NP-completeness of \( \Pi^{r,l}(2, c) \) we use a reduction from \( \Pi^r(2) \), the problem of 2-coloring unrestricted \( r \)-graphs. The latter problem is known to be NP-complete [20], but we include a simple proof here for self-containment.

**Fact 3.2** For every \( r \geq 3 \) and \( 1 \leq l < r \), \( \Pi^r(2) \) is NP-complete.

**Proof:** It is easy to see that \( \Pi^r(2) \) is in NP. For the hardness part, we use a reduction from the so-called Not-All-Equal-\( r \)-SAT (NAE-\( r \)-SAT) problem, in which, for a given boolean formula \( \phi \) that is an instance of \( r \)-SAT we ask whether there is a truth-value assignment for the variables of \( \phi \) such that each of its clauses has at least one true literal and at least one false literal. This problem is NP-complete [11]. For \( 2 \leq h \leq r \), let an \( (h, r) \)-graph be a hypergraph, whose hyperedges are of size \( h \) or \( r \) only. We denote the problem of 2-coloring \( (h, r) \)-graphs by \( \Pi^{(h, r)}(2) \). Below we first show how NAE-\( r \)-SAT reduces in polynomial time to the problem \( \Pi^{(2, r)}(2) \). Altogether, the proof will then be deduced from the following chain of reductions.

\[
\text{NAE-}r\text{-SAT} \leq_p \Pi^{(2, r)}(2) \leq_p \Pi^{(3, r)}(2) \leq_p \cdots \leq_p \Pi^{(r, r)}(2) = \Pi^r(2)
\]

Given a boolean formula \( \phi \), which is an instance of NAE-\( r \)-SAT construct a hypergraph \( H' = (V', E') \) which is a \((2, r)\)-graph as follows. The set \( V' \) contains a vertex, both, for each variable and each complement, whereas the edge set \( E' \) consists of \( r \)-tuples corresponding to all clauses of \( \phi \) and all pairs of the form \( \{x, \bar{x}\} \). Clearly, \( \phi \) is satisfiable by an assignment in which there is at least one true literal and at least one false literal in every clause whenever \( H' \) is 2-colorable with color classes corresponding to the truth values of literals.

For the remaining reductions we just show the first step \( \Pi^{(2, r)}(2) \leq_p \Pi^{(3, r)}(2) \). Let \( H' = (V', E') \) be a \((2, r)\)-graph and \( H'' = (V, F) \) be a \((3, r)\)-graph in which we keep the vertices of \( H' \) and all its edges of size \( r \). In addition, every pair \( \{u, v\} \) which is an edge of \( H' \) is replaced by a gadget consisting of three additional vertices \( \{r, s, t\} \) and four edges formed by the following triples \( \{r, s, t\}, \{u, v, r\}, \{u, v, s\}, \{u, v, t\} \). Obviously, \( H' \) is 2-colorable if and only if \( H'' \) is 2-colorable. In the same way, one can gradually reduce the starting problem to \( \Pi^r(2) \) replacing the edges of size \( i \) by \( i + 2 \) edges of size \( i + 1 \) for \( 2 \leq i \leq r - 1 \). □

Returning to the proof of Lemma 3.1, we next show a reduction from \( \Pi^r(2) \) to \( \Pi^{r,l}(2, c) \). Let \( H = (V, E) \) be an \( r \)-graph on \( |V| = n \) vertices. Fix \( \epsilon > 0 \) and let \( N = \lceil \frac{2}{\epsilon} \rceil \). We construct an \( r \)-graph \( H' = (V', E') \) with \( V' = V_0 \cup V_1 \cup V_2 \), where \( V_0 = V \) and \( |V_i| = N \) for \( i = 1, 2 \). The edge set is \( E' = E \cup E_{012} \cup E_{12} \), where \( E_{012} \) corresponds to all \( r \)-tuples of vertices in \( V' \) that intersect all sets \( V_0, V_1 \) and \( V_2 \), whereas \( E_{12} \) contains all \( r \)-tuples of vertices in \( V' \) intersecting \( V_1 \) and \( V_2 \) but not \( V_0 \) (see
Now, if $H$ admits a 2-coloring, say in red and blue, then the coloring of $H$ can be extended to $H'$ by assigning blue to all vertices in $V_1$ and red to all vertices in $V_2$. On the other hand, if $H'$ admits a 2-coloring, then, trivially, $H$ has a 2-coloring.

\[\Box\]

4 2-coloring Algorithm

In this section we present a polynomial time algorithm for the problem $\Pi^{r,l}(2,c)$, with $c > 1 - \frac{1}{2 - r - l}$, thereby completing the proof of Theorem 1.3. First we outline the general idea of the algorithm and introduce the necessary terminology.

4.1 General Framework

In his paper [8], Edwards proposes a polynomial time algorithm for $k$-coloring any graph $G = (V,E)$ with the minimum degree at least $c|V(G)|$ for $c > \frac{k-3}{k-2}$ and $k \geq 3$. The main idea of this algorithm relies on the fact that with the prescribed minimum degree bound every vertex of $V$ contains in its neighborhood many $(k-2)$-cliques. Therefore, it is possible to find a $O(\log n)$-sized set $K \subset V(G)$ with the property that the neighborhood of every vertex, induced on $K$, contains at least one $K_{k-2}$. One can then search all $k$-colorings of the induced subgraph $G[K]$, whose number is $k^{O(\log n)}$, in polynomial time. Next, Edwards uses the fact that, by the construction, every admissible and effectively constructible $k$-coloring of $G[K]$ leaves at most two colors available for every vertex outside $K$. This, in turn, allows him to use
2-SAT to verify in polynomial time whether or not a \(k\)-coloring of \(G[K]\) can be extended to a \(k\)-coloring of the whole graph \(G\). It is well known that 2-SAT is in P (see \([10]\)) and the best algorithm is linear.

In the generalization of this idea to \(r\)-graphs, instead of considering subgraphs induced by neighborhoods of vertices, we propose to use the notion of a link in a hypergraph. Suppose \(H\) is an \(r\)-graph and \(v \in V(H)\). The link (neighborhood) graph of \(v\) is the \((r - 1)\)-graph \(G(v) = \{\{x_1, \ldots, x_{r-1}\} : \{x_1, \ldots, x_{r-1}, v\} \in H\}\). If \(r = 3\) then the link graph of every vertex in \(V(H)\) is a graph. This can be generalized to a set \(S \subseteq V\) of \(l\) vertices. For \(0 < l \leq r - 1\), the link graph of \(S \in (V(H))\) is an \((r - l)\)-graph \(G(S) = \{\{x_1, \ldots, x_{r-1}\} : \{x_1, \ldots, x_{r-l}\} \cup S \in H\}\).

Also, instead of using cliques in the neighborhoods of vertices, we look for members of a family \(\mathcal{F}\). Non-bipartite \((r - l)\)-graphs are the construction of the core relies on the following property

**Lemma 4.1** For every bipartite graph \(B = (X \cup Y, E)\) such that \(d_B(v) \geq \beta|Y|\), for all \(v \in X\) there exists a set of vertices \(D \subseteq Y\) of size at most \(\log_{1/(1-\beta)}|X| + 1\) that dominates \(X\). Moreover, \(D\) can be constructed in \(O(\log_{1/(1-\beta)}|X|)\) rounds, each of them having a number of steps which is polynomial in \(|X| : |Y|\).
Observation 4.3 which are almost as dense as itself.

Fix \( \rho \) and observe that for every bipartite \( F \) or \( G \) subgraphs, let \( \rho(H) = \frac{e(H)}{\binom{n}{2}} \) denote the density of \( H \).

**Observation 4.2** For \( s \geq 3 \), \( \epsilon > 0 \) and \( m = \lceil \frac{1}{s} \rceil > 2s \) no \( s \)-graph on \( m \) vertices with density at least \( 1 - \frac{1}{2^s - 1} + \frac{2}{s} \) is bipartite.

**Proof:** Fix \( s \geq 3 \), \( \epsilon > 0 \) and \( m = \lceil \frac{1}{s} \rceil \). Without loss of generality assume that \( m \) is even and observe that every bipartite \( s \)-graph with bipartition \( V = A \cup B \), \( |A| = a \) and \( |B| = m - a \) has at most \( m \) - 2 \( \binom{m}{2} \) edges. Indeed, \( e(G) = \sum_{i=1}^{s-1} \binom{a}{i} \binom{m-a}{s-i} = \binom{m}{s} - \binom{a}{s} - \binom{m-a}{s} \) is maximized for \( a = \frac{m}{2} \). Hence,

\[
\rho(G) \leq 1 - 2 \binom{m/2}{s} = 1 - 2^{1-s} \left( 1 - \frac{(s-1)^2}{m-s+1} \right) \\
\leq 1 - \frac{1}{2^s} + \frac{2(s-1)^2}{m^2} \leq 1 - \frac{1}{2^s} + \frac{2}{m}.
\]

Another useful observation states that a dense \( s \)-graph has many induced \( s \)-subgraphs of any given size, which are almost as dense as itself.

**Observation 4.3** For \( q, s \geq 3 \) and \( \rho, \epsilon > 0 \), every \( s \)-graph \( H \) on \( n \geq q \) vertices with density \( \rho(H) \geq \rho + \epsilon \) contains at least \( \frac{1}{2} \binom{n}{q} \) induced \( q \)-vertex subgraphs \( H' \) with density \( \rho(H') \geq \rho + \frac{\epsilon}{2} \).

**Proof:** Let \( s \geq 3 \) and \( H \) be an \( s \)-graph on \( n \geq q \) vertices with density at least \( \rho + \epsilon > 0 \). While considering induced \( s \)-subgraphs \( H' \) of \( H \) on \( q \) vertices, we have

\[
\sum_{H' \subseteq_{ind} H \mid |H'| = q} e(H') = e(H) \binom{n-s}{q-s} \geq (\rho + \epsilon) \binom{n}{q} \binom{n-s}{q-s}.
\]

The above inequality implies that there are at least \( \frac{1}{2} \binom{n}{q} \) induced subgraphs \( H' \subseteq_{ind} H \) on \( q \) vertices with density at least \( \rho + \frac{\epsilon}{2} \). Indeed, suppose this is not true. Then

\[
\sum_{H' \subseteq_{ind} H \mid |H'| = q} e(H') \leq \frac{1}{2} \binom{n}{q} \binom{q}{s} + (\rho + \frac{\epsilon}{2}) \binom{q}{s} = (\rho + \epsilon) \binom{n}{s} \binom{n-s}{q-s},
\]
which is a contradiction.

\section{The Algorithm}

Now we show how to put together the ideas introduced above into a polynomial time algorithm for 2-coloring \(r\)-graphs, in which vertex or pair degrees are large. Our description will specify how the particular steps of the general framework introduced in the previous section should be implemented. First, we recall the theorem given in [4], which is a special case of the second part of our Theorem 1.3 and give an alternative proof of it (Theorem 1.5 a)). As a result we get a 2-coloring algorithm for \(\Pi^{3,2}(2, c)\), which, in contrast to the algorithm given in [4], is deterministic and has slightly better running time.

\textbf{Theorem 4.4 (Th.3, [4])} For every \(c > 0\), the problem \(\Pi^{3,2}(2, c)\) has time complexity
\[ O \left( \max \left\{ n^3 \log n; n^{\log(1-c)+1} \right\} \right). \]

\textbf{Proof:} Let \(H\) be a 3-graph on \(n\) vertices with \(\delta_2(H) \geq cn\) and \(c > 0\). The proof follows the general framework given in Section 4.1.

\textbf{Step 1.} Note that the link graph of every pair of vertices is just a set of vertices. Therefore, the choice of the family \(\mathcal{F}\) trivializes to a single vertex.

\textbf{Step 2.} The selection of the core, which was randomized in [4], can be made deterministic using Lemma 4.1. For this, we construct a bipartite graph \(B = (X \cup Y, E)\) with the set \(X\) corresponding to all pairs of vertices of \(H\), and \(Y\) to all vertices of \(H\). We put an edge between \(x = \{u, v\} \in X\) and \(w \in Y\) in \(E(B)\) if \(\{u, v, w\} \in E\). By the assumption \(\delta_2(H) \geq c(n - 1)\), it holds that \(\delta_B(x) \geq c(n - 1)\) for every \(x \in X\) and therefore, via Lemma 4.1, we can find in \(O(n^3 \log(1-c) n)\) steps a set of vertices \(D \subset V(H)\) of size at most \(\log(1-c)n + 1\) such that every pair of vertices in \(H\) has a neighbor in \(D\). Let \(K := D\).

\textbf{Step 3.} Consider a proper 2-coloring \(f\) of the hypergraph \(H[K]\). Denote by \(A \cup B\) the color classes of \(f\) and let \(K_A = K \cap A\) and \(K_B = K \cap B\). Since every pair of vertices \(\{u, v\}\) outside \(K\) has a neighbor \(w \in K\), the vertices \(u\) and \(v\) cannot both have the color \(f(w)\). This observation is used to extend the 2-coloring of the core to \(V(H) - K\) using an instance of 2-SAT, \(\phi(f)\). Let \(V(H) - K = \{v_1, \ldots, v_m\}\) and assign a variable \(x_i\) to represent the fact that \(f(v_i) \in A\) for every \(1 \leq i \leq m\). The formula \(\phi(f)\) contains the following clauses.

- \(x_i \lor x_j\), for \(1 \leq i < j \leq m\) if \(N(v_i, v_j) \cap K_A \neq \emptyset\), \(N(v_i, v_j) \cap K_B = \emptyset\), and

- \(x_i \lor x_j\), for \(1 \leq i < j \leq m\) if \(N(v_i, v_j) \cap K_A = \emptyset\), \(N(v_i, v_j) \cap K_B \neq \emptyset\).

Notice that even if \(\phi(f)\) is satisfiable, it does not yet guarantee that there are no monochromatic edges outside \(K\). However, if \(f\) coincides on \(K\) with \(\chi\), a proper 2-coloring of \(H\), then the solution to \(\phi(f)\) always yields a coloring which differs on at most one vertex in each color class from \(\chi\). To see this, suppose that \(\phi(f)\) imposes a coloring, in which two vertices \(v_1, v_2 \in V(H) - K\) are such that \(f(v_1) = f(v_2) \in A\), whereas \(\chi(v_1) = \chi(v_2) \in B\). But then, for every \(w \in N(v_1, v_2) \cap K\), we have \(\chi(w) \in K_A\) and thus \(f(w) \in K_A\). Hence, the triple \((v_1, v_2, w)\) is monochromatic, which is impossible by the definition of \(\phi(f)\). The coloring yielding monochromatic edges can be corrected easily by considering all pairs of vertices in \(V(H) - K\) of opposite colors and changing one of their colors, or both, if necessary. In the case in which \(\phi(f)\) is not satisfiable, another 2-coloring \(f\) has to be considered. If no such coloring...
exists then $H$ is not 2-colorable. Since there are at most $2^{\log(1-c)-1} n^2 = n^{\log(1-c)-1}$ possible 2-colorings of $H[K]$, the running time of our algorithm is $O\left(\max\left\{n^3 \log(1-c)-1 \ n ; n^{\log(1-c)+1}\right\}\right)$, which for $c < \frac{1}{2}$ is dominated by $O\left(n^{1/2+1}\right)$.

Now we present the algorithm in a general setting.

**Lemma 4.5** For every $r \geq 3$ and $l = 1, 2$, $\Pi^{r,l}(2, c)$ has time complexity $O\left(\max\left\{n^{1/2+\log n} ; n^{\log(1-c)+1}\right\}\right)$, where $c = c - 1 + \frac{1}{2^{r-1}}$.

**Proof:**

Fix $r \geq 3$, $l = 1, 2$ and $\epsilon > 0$, and let $H$ be an instance of $\Pi^{r,l}(2, c)$, i.e. an $r$-graph with $|V(H)| = n$, $\delta_1(H) \geq c\left(\frac{n^r}{r}\right)$ and $c > 1 - \frac{1}{2^{r-1}}$.

**Step 1.** Let $F$ be the family of $(r-1)$-graphs $F$ on $m = \lfloor 4/\epsilon \rfloor$ vertices with density $\rho(F) \geq 1 - \frac{1}{2^{r-1} + \epsilon}$. Furthermore, since $F$ is non-bipartite by Observation 4.3 with $s = r - l$.

**Step 2.** Construct a core in $H$ using Lemma 4.4. Notice that, for every vertex or pair of vertices in $V$, their corresponding link graph is an $(r-l)$-graph on $n - l$ vertices and by the assumption on $\delta_1(H)$, contains at least $\left(1 - \frac{1}{2^{r-l} + \epsilon}\right)\binom{n-l}{r-l}$ edges. Consequently, by Observation 4.3 with $s = r - l$ and $q = m$, each link graph contains at least $\frac{c}{2}\binom{n}{m}$ induced subgraphs $F \in F$ which are $(r-l)$-graphs on $m$ vertices with density at least $\rho_{r-l} + \frac{c}{2}$.

We build an auxiliary bipartite graph $B = (X \cup Y, E)$ with $X = \binom{V(H)}{l}$ and $|Y| = \binom{V(H)}{m}$. We put an edge $e = SU$ in $E(B)$ for $S \in \binom{V(H)}{l}$ and $U \in Y$ whenever $\rho(G(S) \cup U) \geq \rho_{r-l} + \frac{c}{2}$. We can therefore construct in time $O(n^{m+l} \log \frac{1}{1-\frac{c}{2}} n)$ a subset $D$ of $Y$ of size at most $\log \frac{1}{1-\frac{c}{2}} n^l + 1$ that dominates every element in $X$. Then $K = \bigcup_{U \in D} U$ is the core with the property that the link of every set of $l$ vertices in $V(H) - K$ induced on $K$ will contain at least one copy of a non-bipartite $(r-l)$-graph $F \in F$. Note that $|K| \leq m \log \frac{1}{1-\frac{c}{2}} n$.

**Step 3.** By the construction in Step 2, every 2-coloring of $H[K]$ yields a monochromatic edge in every link and it is possible to check if it can be extended to the vertices outside the core. If $l = 1$ then any admissible 2-coloring of the vertices of the core leaves at most one color available for every vertex $v \in V(H) - K$. If $l = 2$ then we can search for the extension of any 2-coloring of the core using 2-SAT in the same way as in the proof of Theorem 4.4. Moreover, since $|K| \leq m \log \frac{1}{1-\frac{c}{2}} n$, there are at most $n^{\epsilon \log(1-\epsilon/2)}$ colorings of the core and this step has running time $O\left(n^{\epsilon \log(1-\epsilon/2)}+1\right)$.

Summarizing, Lemma 4.5 and Lemma 3.1 yield Theorem 1.3. From the proof of Lemma 4.5 one can see that the closer the minimum degree of the input is to the threshold value, the more costly it is to decide whether it is 2-colorable. Indeed, if $\epsilon \to 0$, then the running time of the algorithm for $\Pi^{r,l}(2, c)$ becomes $O(n^{8/\epsilon^2+1})$. This, however, can be improved in some cases as indicated in Theorem 1.5. The proof of this statement relies heavily on some nontrivial results on Turán numbers for graphs and hypergraphs. Before we show the proof, we recall in the next section some important facts about Turán numbers.
4.4 Turán Numbers for Graphs and Hypergraphs

Given an \( r \)-graph \( F \), the *Turán number* of \( F \), denoted \( \text{ex}(n, F) \), is the maximum number of edges in an \( n \)-vertex \( r \)-graph with no copy of \( F \). The limit \( d_r(F) = \lim_{n \to \infty} \frac{\text{ex}(n, F)}{\binom{n}{r}} \) is referred to as the *Turán density*.

In the case in which \( F \) is a complete graph on \( q \) vertices, \( F = K_q \), the Turán number and the Turán density are referred to as \( \text{ex}(n, K_q) \) and \( d_2(q) \), respectively.

In 1941 Turán proved that for \( q \geq 3 \) it holds \( d_2(q) = q - \frac{2}{q} - 1 \) (see [6] for a new proof).

Not much is known about Turán numbers for hypergraphs. One special case which we use here is the 3-graph called the Fano plane. The Fano plane \( F \) is the projective plane over the field with two elements. It has seven vertices, which can be identified with the non-zero vectors of length three. It has seven edges, corresponding to the lines of the plane. A triple \( xyz \) is an edge if \( x + y = z \).

The Fano plane requires three colors for a proper coloring and therefore no 2-colorable hypergraph can contain it as a subgraph. By the result of De Caen and Füredi [5] it is known that the Turán density of the Fano plane is \( \frac{3}{4} \).

Subsequently, Keevash and Sudakov in [18] determined the exact Turán number of the Fano plane \( F \) as

\[
\text{ex}(n, F) = \binom{n}{3} - \left\lfloor \frac{\binom{n}{2}}{3} \right\rfloor - \left\lceil \frac{\binom{n}{2}}{3} \right\rceil.
\] (1)

Furthermore, there is a useful fact, known also as a supersaturation result, saying that \( r \)-graphs which exceed Turán density for a given \( r \)-graph contain already many copies of the \( r \)-graph. It was proved by Bollobás in [3, p.307] for graphs and by Erdős and Simonovits [9], for \( r \)-graphs. We use a version of this result by Keevash [17], which allows to estimate the implicit constant whenever the corresponding Turán number is known.

**Lemma 4.6 ([17])** Let \( H \) be an \( r \)-graph on \( n \geq n_0 \) vertices and let \( F \) be an \( r \)-graph on \( v_F \) vertices. For every \( \epsilon > 0 \) and an integer \( t \) the following holds. If \( e(H) \geq (d_r(F) + \epsilon)\binom{n}{r} \) and \( \text{ex}(t, F) \leq (d_r(F) + \frac{\epsilon}{2})\binom{t}{r} \), then \( H \) contains at least \( \frac{\epsilon}{2} \binom{t}{v_F} \binom{n}{v_F} \) copies of \( F \).

The above lemma together with formula (1) has the following implication for the Fano plane that we use later.

**Corollary 4.7** For \( r = 3 \) and the Fano plane \( F \), it holds

\[
\text{ex}(t, F) \leq \left( \frac{3}{4} + \frac{\epsilon}{2} \right) \binom{t}{3}, \text{ for } t \geq \frac{1}{\epsilon}.
\]

Thus, every 3-graph \( H \) with \( e(H) \geq \left( \frac{3}{4} + \epsilon \right)\binom{n}{3} \) contains at least \( 7! \cdot \frac{\epsilon}{2} \binom{n}{7} \) copies of \( F \).

**Lemma 4.6** applies also to triangles \( (F = K_3) \) but we use here a result of Goodman [12] (see also Razborov [24]), which gives a much better bound.

**Fact 4.8 ([12])** For every \( \epsilon > 0 \), a graph \( G \) on \( n \) vertices and with \( e(G) \geq \left( \frac{1}{2} + \epsilon \right)\binom{n}{2} \) contains at least

\[
\left( \frac{1}{2} + \epsilon \right) 2^{\epsilon} \binom{n}{3} \geq \epsilon \binom{n}{3}
\]

triangles.
4.5 The Proof of Theorem 1.5 (b) and (c)

In the proof of this theorem we apply a similar concept as in the proof of Lemma 4.5. In particular, the general framework of the algorithm is the same but the constructions of the core is more efficient. For the ease of presentation we concentrate on the case (c) in which \( l = 1 \) and \( r = 4 \), i.e. we show that for every \( c > \frac{3}{4} \), the problem \( \Pi^{4,1}(2, c) \) has time complexity \( O \left( \max \left\{ n^8 \log n; n_{\log(1-\epsilon/2)-1} \right\} \right) \), where \( \epsilon = c - \frac{3}{4} > 0 \).

Proof: Let \( H \) be a 4-graph with \( \delta_1(H) > \frac{3}{4} \left( \begin{array}{c} n-1 \\ 3 \end{array} \right) \).

Step 1. Let \( \mathcal{F} \) contain just the Fano plane.

Step 2. Construct a core in \( H \) using an auxiliary bipartite graph \( B = (X \cup Y, E) \). Take \( X = V(H) \), \( Y = \left( V(H) \right) / \left( \frac{1}{7} \right) \) and put an edge \( e = vU \) in \( E(B) \) for \( v \in V(H) \) and \( U \in Y \) whenever \( G(v)[U] \) contains the Fano plane. To construct a core using Lemma 4.1 we need to make a few observations first. By assumption \( \delta_1(H) \geq \frac{3}{4} \left( \begin{array}{c} n-1 \end{array} \right) \) for some \( c > 0 \) and, for every \( v \in V \), its link graph \( G(v) \) is a 3-graph such that \( |E(G(v))| \geq \left( \frac{3}{4} + \epsilon \right) \left( \begin{array}{c} n-1 \end{array} \right) \). Using Corollary 4.7, for every \( v \in V(H) \) we are guaranteed at least \( 7l(e^8/2) \left( \begin{array}{c} n \end{array} \right) \) copies of the Fano plane in its link graph \( G(v) \) and at most \( 7! \) of them can share the same vertex set. Hence, applying Lemma 4.1 to \( B \) with \( \beta = e^8/2 \) we are able to find a \( \log_1/(1-\epsilon^8/2) n \)-sized subset \( D \) of \( Y \) that dominates every vertex in \( V(H) \). Thus, for every vertex \( v \in V(H) \) there is at least one copy of the Fano plane in its link induced by the core. This step has time complexity \( O(n^8 \log_1/(1-\epsilon^8/2) n) \).

Step 3. We now proceed by sequentially considering 2-colorings of the hypergraph induced by the vertices of the core \( K := \bigcup_{U \in D} U \). Notice that \( |K| \leq 7 \log_1/(1-\epsilon^8/2) n \) and the number of 2-colorings of \( H[K] \) is at most \( n_{\log(1-\epsilon/2)-1} \).

If no proper 2-coloring of \( H[K] \) can be found then \( H \) is not 2-colorable. Otherwise, if a proper 2-coloring of \( H[K] \) is encountered we check if it can be extended to the vertices outside \( K \). Notice that for every 2-coloring of the Fano plane there is at least one monochromatic edge. In consequence, by our construction, every vertex in \( V(H) - K \) has at most one color available. This implies that it can be verified in polynomial time if every proper coloring of the core with two colors can be extended to the remaining vertices and \( \Pi^{4,1}(2, c) \) is in \( P \). Accordingly, its time complexity is determined by the construction of the core out of the Fano plane and the number of possible 2-colorings of the core. Thus, it is \( O \left( \max \left\{ n^8 \log n; n_{\log(1-\epsilon/2)-1} \right\} \right) \). As a matter of fact, this running time depends on the constant in Corollary 4.7. On that ground, any improvement of that constant \((e^8/2)\) would forthwith lead to an improvement of time complexity of \( \Pi^{4,1}(2, c) \) (and \( \Pi^{5,2}(2, c) \)).

The same reasoning yields the proof for \( \Pi^{3,1}(2, c) \) with \( c > \frac{1}{2} \). In this case we set \( \mathcal{F} = \{K_3\} \). By Fact 4.8, for every \( v \in V \), its link graph \( G(v) \) contains enough edges to guarantee \( \epsilon \left( \begin{array}{c} n \end{array} \right) \) triangles for \( \epsilon = c - \frac{1}{2} \). Thus, using Lemma 4.1 we can find a core \( K \) of at most \( 3 \log_1/(1-\epsilon) n \) vertices such that for any \( v \in V(H) \) the link \( G(v)[K] \supset K_3 \). Hence, there are at most \( n_{\log(1-\epsilon)-1} \) possible 2-colorings of \( H[K] \). The rest of the proof follows in the similar way as before and overall, the running time of the algorithm in this case achieves \( O \left( \max \left\{ n^3 \log n; n_{\log(1-\epsilon)-1} \right\} \right) \), which is better than that in Lemma 4.5.
Combining the ideas from the above proofs which rely on Turán numbers for the triangle and the Fano plane with the 2-SAT formulation suggested by Chen and Frieze (see the proof of Theorem 4.4), it is straightforward to deduce the polynomial algorithms for \( \Pi^{4,2}(2, c) \) when \( c > \frac{1}{2} \) and \( \Pi^{5,2}(2, c) \) when \( c > \frac{3}{4} \).

Observe that the main difference between the above proof and the proof of Theorem 1.3 is that here we know explicitly the non-bipartite \((r - l)\)-graph of the desired Turán density \( 1 - \frac{1}{2^{r-l}} \), which has a small number of vertices (seven for the Fano plane). In the general result we are only guaranteed the existence of non-bipartite \((r - l)\)-graphs on \( m \) vertices but we have to search for them and \( m \) can be a large constant growing with \( 1/\varepsilon \). Nevertheless, had, for instance, a non-bipartite \( 4 \)-graph of Turán density \( 7/8 \) been found, a better running time of the algorithm for \( \Pi^{5,1}(2, c) \) and \( \Pi^{6,2}(2, c) \) could be established.

4.6 Enumeration problems

The ideas presented so far in this section for polynomial 2-coloring algorithms can be also used for enumerating the colorings of hypergraphs with the same degree bounds. Formally, we can define the counting problem in the following way.

**Definition 4.9** For fixed integers \( r, 1 \leq l \leq r - 1 \) and \( k \), and a real number \( 0 \leq c \leq 1 \), define the problem \( \#\Pi^{r,l}(k, c) \) as follows:

Input: \( r \)-graph \( H = (V, E) \) with \( |V(H)| = n \) and \( \delta_l(H) \geq c(n-l) \)

Output: the number of \( k \)-colorings of \( H \).

In general this problem is harder than its decision version, but from Lemma 4.5 we can easily deduce the following result.

**Corollary 4.10** For \( r \geq 3 \) the problem \( \#\Pi^{r,1}(2, c) \) is polynomial, for \( c > 1 - \frac{1}{2^{r-l}} \).

**Proof:** Note that whenever \( l = 1 \), we build a core of size \( O(\log n) \) in the 2-coloring algorithm and the number of 2-colorings of \( H[K] \) which have unique extension to \( V(H) - K \) is at most \( 2^{O(\log n)} \). Thus, the counting problem is solvable in polynomial time.

5 Strong Coloring

In this section we restrict colorings to the strong ones. As mentioned in the Introduction (see Remark 4.7), a strong coloring of an \( r \)-graph can be seen as a proper coloring of the clique graph \( G_r(H) \) obtained from \( H = (V, E) \) by replacing each hyperedge with an \( r \)-clique. There is a relation stated below between the minimum vertex degree in a \( 3 \)-graph \( H \) and the minimum vertex degree in its clique graph \( G_3(H) \).

**Fact 5.1** For every \( c > 0 \) and a \( 3 \)-graph \( H = (V, E) \), if \( \delta_1(H) \geq c(n-1) \) then \( \delta(G_3(H)) \geq \sqrt{c}(n-1) \).

**Proof:** Let \( v \) be a vertex in \( V(H) \) of the minimum degree \( \delta_1(H) \) and let \( i_v \) be the number of isolated vertices in its link graph \( G(v) \). Recall that the vertex set of \( G(v) \) is \( V(H) - \{v\} \). Observe that, because \((u, v) \in G_3(H)\) if and only if \( u \) is not isolated in \( G(v) \), we have \( d_{G_3(H)}(v) = n - 1 - i_v := x_v \). Thus, the smallest value of \( x \) satisfying \( c(n-1)/2 \leq \frac{x}{n-1} \) gives a lower bound on the minimum degree in \( G_3(H) \). Since \( \frac{x}{n-1} \leq \frac{x^2}{n-1} \), we have \( x^2 \geq c(n-1)^2 \) and hence \( \delta(G_3(H)) \geq x \geq \sqrt{c}(n-1) \).  

The statement below is directly implied by Theorem 1.2 and Fact 5.1.
Corollary 5.2  For \( k \geq 3 \) and \( c > \left( \frac{k-3}{k-2} \right)^2 \), the problem \( \Pi^2_3(k, c) \) is in \( P \).

In the case of \( k = 4 \), Corollary 5.2 guarantees a polynomial algorithm for \( \Pi^2_3(4, c) \) when \( c > \frac{1}{4} \).

Proof of Theorem 1.9: We follow the original idea of the proof by Edwards [8] and reduce the problem \( \Pi^2_3(4, c) \) for \( c > 0 \) to 2-SAT in polynomial time. The pseudocode of the algorithm is given below.

**ALGORITHM STRONGCOLOR**

**In:** a 3-graph \( H \) with \( \delta_1(H) \geq c \left( \frac{n-1}{2} \right) \), where \( 0 < c \leq 1 \).

**Out:** YES, if \( H \) has a strong 4-coloring; NO, otherwise

1. Let \( F \) consist of an edge \( K_2 \).

2. Build an auxiliary bipartite graph \( B = (X \cup Y, E) \), where \( X = V(H) \) and \( Y = \binom{V(H)}{2} \). For every \( v \in X \) and edge \( e \in Y \) we add an edge \( ve \in E \) if \( e \subseteq G(v) \). (Note that, for every \( v \in X \), \( d_B(v) \geq c|Y| \).

Using Lemma 4.1 find a subset \( D \subseteq Y \) that dominates every vertex in \( X \).

Let \( K = \bigcup_{e \in D} e \).

3. For every strong 4-coloring \( f \) of \( H[K] \) do

   (a) Check if \( f \) can be extended to \( V(H) - K \), i.e. construct an instance \( \phi(f) \) of 2-SAT on the set of vertices \( V(H) - K \),

   (b) If \( \phi(f) \) is satisfiable then return YES (and present the final strong 4-coloring).

4. If no strong 4-coloring found, return NO.

Observe that Steps 2 and 3 can be performed in polynomial time.

The construction of \( \phi(f) \) follows the idea of [8] and is different from the one applied to 2-colorings in the previous sections. For a fixed 4-coloring \( f \) of \( H[K] \) and every vertex \( v \in V(H) - K \) let \( S(v) \) be the set of admissible colors for \( v \). Observe that as a consequence of Lemma 4.1 and \( \delta_1(H) \geq c \left( \frac{n-1}{2} \right) \), there is at least one edge in the link of every vertex of \( V(H) \) and thus two colors are already used, so \( |S(v)| \leq 2 \).

Let \( V(H) - K = \{ v_1, \ldots, v_m \} \) and assign a variable \( x_{ij} \) to represent the fact that "vertex \( v_i \) has color \( j \)" for every \( 1 \leq i \leq m, 1 \leq j \leq 4 \). Now, \( \phi(f) \) contains the following clauses

- \( \{ x_{ij} | j \in S(v_i) \} \), for \( 1 \leq i \leq m \)
- \( \overline{x}_{ij} \lor \overline{x}_{ih} \), for \( 1 \leq i \leq m, 1 \leq j < h \leq 4 \)
- \( \overline{x}_{ij} \lor \overline{x}_{hj}, \overline{x}_{ij} \lor \overline{x}_{lj}, \overline{x}_{hj} \lor \overline{x}_{lj}, \) for \( \{ v_i, v_h, v_l \} \in H \) and \( 1 \leq j \leq 4 \).

It is worth noticing here that the above result does not necessarily imply that the problem of coloring clique graphs of hypergraphs with four colors is always polynomial.

On the hardness side, we have another result.
Fact 5.3 For \( k \geq 3 \) and \( c \leq \frac{(k-3)(k-4)}{(k-2)^2} \), the problem \( \Pi_{c}^{k}(k, c) \) is NP-complete.

Proof: It is clear that \( \Pi_{c}^{k}(k, c) \) is in NP. Now we show that it is NP-complete for \( c = \frac{(k-3)(k-4)}{(k-2)^2} \). The proof uses a reduction from strong 3-colorability, that is from the problem \( \Pi_{3}^{2}(3) \). Strong 3-coloring of a 3-graph is NP-complete. This can be easily seen by considering a reduction from the NP-complete graph 3-coloring problem, where every edge of a graph is replaced by a hyperedge with one new vertex added. Similarly, the problem \( \Pi_{c}^{k}(4) \) is NP-complete. Hence, the cases of \( k = 3 \) and \( k = 4 \) (where \( c = 0 \)) follow.

To present the reduction \( \Pi_{3}^{2}(3) \leq_{p} \Pi_{c}^{k}(k, c) \), for \( k \geq 5 \), given a 3-graph \( H = (V, E) \), where \( |V(H)| = n \) we construct a 3-graph \( H' = (V', E') \) in the following way. Into the set \( V' \) put \( V_0 = V \) and add sets \( V_1, \ldots, V_{k-3} \) of new vertices such that \( |V_i| = n \) for \( i = 1, \ldots, k-3 \). Include \( E \) into \( E' \) and add an edge for every triple of vertices \( \{x, y, z\} \), such that \( x \in V_i, y \in V_j, z \in V_k \), where \( i, j, k \) are different indices from \( \{0, 1, \ldots, k-3\} \). Observe that \( N = |V'| = (k-2)n \) and the minimum degree

\[
\delta(H') = \frac{(k-3)(k-4)n^2}{2} \geq \frac{(k-3)(k-4)}{(k-2)^2} \binom{N}{2}.
\]

If \( H \) is 3-colorable in the strong sense then, since \( V_1, \ldots, V_{k-3} \) are independent sets, we can color each of them with a different color and hence \( H' \) admits a strong \( k \)-coloring this way. On the other hand, if \( H' \) can be colored using \( k \) colors, in a strong way, then all vertices in the same set receive the same color and the colors used for the sets \( V_1, \ldots, V_{k-3} \) must be all distinct. Therefore, only the same 3 colors are available for all vertices in \( V_0 \) and thus \( H \) is strongly 3-colorable. \( \square \)

Fact 5.3 and Corollary 5.2 together yield Proposition 1.8

6 Final Remarks and Open Problems

In this paper we have determined the complexity of the 2-coloring problem in \( r \)-graphs with prescribed \( l \)-wise degree, where \( l = 1, 2 \), strictly below and above the threshold value of \( 1 - \frac{1}{2^{r-2}} \). Neither the hardness result nor the algorithmic part hold for \( r \)-graphs with minimum degree exactly on the threshold (except for \( \Pi_{3}^{2}(2, c) \)) and it would be interesting to see what is happening there.

While the hardness result holds for any \( r \geq 3 \) and \( 1 \leq l < r \), the idea of the polynomial algorithm breaks down for \( l > 2 \) since the reduction to 2-SAT does not carry over. As we believe that Conjecture 1.4 is true, a new algorithmic idea is presumably needed to prove it.

Another wide open problem in this context is to extend Theorem 1.3 to more than two colors.

Regarding strong colorings, the complexity of \( \Pi_{c}^{k}(k, c) \) is unknown for \( r \geq 4 \). Finally, the last open problem is to close the gap for \( r = 3 \), namely, to determine the computational complexity of \( \Pi_{c}^{3}(k, c) \) for \( c \in \left[ \frac{(k-3)(k-4)}{(k-2)^2}, \left( \frac{k-3}{k-2} \right)^2 \right] \) and \( k \geq 5 \).
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