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The dynamics of certain combinatorial actions and their liftings to actions at the piecewise-linear and birational level

have been studied lately with an eye towards questions of periodicity, orbit structure, and invariants. One key property

enjoyed by the rowmotion operator on certain finite partially-ordered sets is homomesy, where the average value of a

statistic is the same for all orbits. To prove refined versions of homomesy in the product of two chain posets, J. Propp

and the second author used an equivariant bijection discovered (less formally) by R. Stanley and H. Thomas.

We explore the lifting of this “Stanley–Thomas word” to the piecewise-linear, birational, and noncommutative realms.

Although the map is no longer a bijection, so cannot be used to prove periodicity directly, it still gives enough informa-

tion to prove the homomesy at the piecewise-linear and birational levels (a result previously shown by D. Grinberg,

S. Hopkins, and S. Okada). Even at the noncommutative level, the Stanley–Thomas word of a poset labeling ro-

tates cyclically with the lifting of antichain rowmotion. Along the way we give some formulas for noncommutative

antichain rowmotion that we hope will be first steps towards proving the conjectured periodicity at this level.

Keywords: antichains, birational rowmotion, chain polytope, cyclic rotation, dynamical algebraic combinatorics,

homomesy, noncommutative algebra, product of chains, Stanley–Thomas word

1 Introduction

Birational liftings of combinatorial actions are a subject of active interest in algebraic combinatorics.

There are birational versions of the Robinson–Schensted–Knuth correspondence [Kir01, NY04] and of

the rowmotion operator on a poset. In many cases these liftings are accomplished by first extending the

map to a piecewise-linear action on R-labelings of posets (typically that live within a certain polytope).

From this piecewise-linear setting, we then detropicalize to get an action on labelings of posets by rational

functions. This was first done for rowmotion of order ideals by Einstein and Propp, who also lifted some

of the homomesy properties from the combinatorial setting to these higher levels [EP18]. Given an action

on a set of combinatorial objects, we call a statistic on those objects homomesic if the average value of

the statistic along every orbit is the same [PR15].

Rowmotion and related operations (at the combinatorial, piecewise-linear, and birational levels) can be

realized as products of simple involutions, called toggles, thereby situating them within a toggle group,

whose properties can be studied [CF95]. One way to lift actions such as rowmotion is to simply lift the

notion of toggling to the piecewise-linear and birational levels. (This works also at the noncommutative
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level, though the toggles are no longer involutions.) Cameron and Fon-Der-Flaass’s toggle group was orig-

inally for order ideals of a poset, but the notion has been extended much more widely by Striker [Str18],

in particular to toggling of antichains.

Combinatorial rowmotion was originally studied as a map on antichains of a poset, though it can be

equivariantly considered as a map on order ideals. In fact, one of the original examples of homomesy

was the conjecture of Panyushev, later proven by Armstrong, Stump, and Thomas, that cardinality is

homomesic for the action of antichain rowmotion on root posets of finite-dimensional Lie algebras [Pan09,

AST13]. So it was natural to consider piecewise-linear and birational liftings of antichain rowmotion via

their own toggle group. The first author gave an equivariant bijection between the antichain toggle group

and the order-ideal one at the combinatorial and piecewise-linear levels [Jos19]. In later work we lifted this

bijection to the birational and noncommutative levels, and constructed the birational and noncommutative

analogues of antichain rowmotion [JR20]. This allows us to transfer some properties, such as periodicity

and orbit structure, proven for one action to the other.

A key tool in dynamical algebraic combinatorics is the construction of equivariant maps between ac-

tions of interest and actions which are easier to comprehend, particularly ones that involve cyclic rotation.

When these maps are bijections, they frequently explain most observed phenomena. Even when these

maps fail to be injective, they still provide useful information about the action in question, as in the reso-

nance phenomenon of Dilks, Pechenik, and Striker [DPS17, DSV19] and the w-tuple of Grinberg and the

second author [GR16, §5].

In this paper we lift one such equivariant bijection for antichain rowmotion on rectangular posets P =
[a] × [b], where [n] := {1, 2, . . . , n}, called the Stanley–Thomas word. Each antichain corresponds to a

binary string of length a+ b, and rowmotion corresponds to cyclically rotating the corresponding binary

string. Besides proving periodicity, this bijection also allowed Propp and the second author to prove that

“fiber-restricted” cardinality statistics (thus total cardinality also) were homomesic with respect to this

action. Our lifting is no longer a bijection (so does not prove periodicity); however, it does exhibit the

corresponding homomesy properties at the piecewise-linear and birational levels. Surprisingly, even at

the noncommutative level, it exhibits the key property of cyclically rotating equivariantly with the lifting

of antichain rowmotion to the noncommutative level. This allows us to write all our proofs in this realm,

then specialize down to get the corresponding results at the birational, piecewise-linear, and combinatorial

levels.

We organize the paper as follows. In Section 2 we set notation and review necessary background regard-

ing rowmotion, toggle groups, homomesy, and the combinatorial Stanley–Thomas word. In Section 3, we

lift the Stanley–Thomas word to the piecewise-linear and birational levels, and recall the definitions of

BAR-motion (Birational Antichain Rowmotion) and of (multiplicative) homomesy. The main result is

that the Stanley–Thomas word of a labeling cyclically rotates equivariantly with BAR-motion acting on

the labeling. This lifts the proof of fiber homomesy for antichain rowmotion to the birational setting, a

result previously written up using different means by S. Hopkins, and also discovered independently by

D. Grinberg and S. Okada in unpublished work [Hop20, Remarks 4.44, 4.45]. In Section 4 we further lift

all of this to poset labelings by elements of a skew field S of characteristic zero, obtaining the analogous

equivariant bijection. Finally in Section 5, we describe possible directions for future research, and take a

first step in one of those directions, giving explicit formulas for the first pass of BAR-motion through the

poset [a]× [b].
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2 Background

Let P be a finite poset. An antichain of P is a subset of (the elements of) P which contains no two

comparable elements. We denote the collection of all antichains of P by A(P ). (For further background

information about posets, see [Sta11, Ch. 3].)

This paper will largely be concerned with the special (but important) poset that is a product of two

chains: P = [a] × [b], where [n] := {1, 2, . . . , n}. Richard Stanley and Hugh Thomas gave a bijection

A ↔ w(A) between the set A([a]× [b]) of antichains of [a]× [b] and the set of binary (a+ b)-tuples with

exactly a 0s and b 1s. We now call w(A) the Stanley–Thomas word of the antichain A [PR15, §3.3.2].

Definition 2.1 ([Sta09, remark after Thm. 2.5]). Fix a, b ∈ Z>0. For 1 ≤ k ≤ a, the subset {(k, ℓ) : 1 ≤
ℓ ≤ b} of [a] × [b] is called the kth positive fiber. For 1 ≤ ℓ ≤ b, the subset {(k, ℓ) : 1 ≤ k ≤ a} of

[a]× [b] is called the ℓth negative fiber. The Stanley–Thomas word (or ST word) w(A) of an antichain

A ∈ A([a]× [b]) is the tuple (w1, w2, . . . , wa+b) given by:

wi =





1 if 1 ≤ i ≤ a and A has an element in the ith positive fiber,
1 if a+ 1 ≤ i ≤ a+ b and A has NO element in the (i− a)th negative fiber,
0 otherwise.

Example 2.2. Consider the poset [3]× [5] below, and the antichain A ∈ A([3] × [5]) shown on the right

(where filled-in circles indicate the elements in A). Since A contains elements in the 2nd and 3rd positive

fibers, the first 3 entries of w(A) are 0, 1, 1. Since A contains elements in the 1st and 4th negative fibers,

the last 5 entries of w(A) are 0, 1, 1, 0, 1. So w(A) = (0, 1, 1, 0, 1, 1, 0, 1).

(1, 1)

(1, 2)

(1, 3)

(1, 4)

(1, 5)

(2, 1)

(2, 2)

(2, 3)

(2, 4)

(2, 5)

(3, 1)

(3, 2)

(3, 3)

(3, 4)

(3, 5)

One property of interest of the ST word is that the invertible map of (antichain) rowmotion ρA :
A(P ) → A(P ) corresponds equivariantly to cyclic rotation of the ST word. Rowmotion is a map first

studied by Brouwer and Schrijver [BS74] with several names in the literature; the name “rowmotion” due

to Striker and Williams [SW12] has stuck.

To define ρA, we first define the sets J (P ) of order ideals of P and F(P ) of order filters of P . A

subset I ⊆ P is called an order ideal (resp. order filter) of P if for all x ∈ I and y < x (resp. y > x) in

P , y ∈ I . Using the notation of Einstein and Propp [EP18] (Version 3, or see [JR20]), ρA = ∇◦Θ ◦∆−1

where

• Θ : J (P ) → F(P ) is the complementation map given by Θ(I) = P \ I ,

• ∇ : F(P ) → A(P ) is the down-transfer map where ∇(F ) is the set of minimal elements of the

filter F ,

• ∆−1 : A(P ) → J (P ) is called downward saturation or inverse up-transfer. For any antichain

A of P , ∆−1(A) = {x ∈ P : x ≤ y for some y ∈ A}.
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Example 2.3. For the antichainA of Example 2.2, the ST word is w(A) = (0, 1, 1, 0, 1, 1, 0, 1). Below we

show the effect of rowmotion onA giving the antichain whose ST word is w
(
ρA(A)

)
= (1, 0, 1, 1, 0, 1, 1, 0),

a rightward cyclic shift of w(A).

7−→
∆−1

7−→
Θ

7−→
∇

Clearly, as the ST word has length a + b, when we shift it a + b times, we obtain w(A) again. This

proves rowmotion on A([a] × [b]) has order a + b. Propp and the second author also used it to prove

a homomesy result in terms of fibers. Let S be a finite set, and f : S → K a “statistic” (any map) on

S, where K is a field of characteristic 0. We call f homomesic with respect to an invertible map (aka

“action”) ϕ : S → S if the average of f over every ϕ-orbit is the same [PR15]. Consider the statistics

pi : A(P ) → R and ni : A(P ) → R where pi(A) (resp. ni(A)) is 1 if A has an element in the ith positive

fiber (resp. negative fiber) and 0 otherwise. It follows from the rotation property of the ST word that pi
and ni are homomesic with average b/(a+ b) for pi and a/(a+ b) for ni on any orbit. As the cardinality

of an antichain can be expressed as p1 + p2 + · · · + pa, we see that cardinality on A(P ) is homomesic

with average ab/(a+ b) [PR15, §3.3.2]. See Figure 1 for an illustration of this property for a = b = 2.

(0, 0, 1, 1)

0 + 0 = 0

Orbit:

ST word:

cardinality:

ρA

7−→

(1, 0, 0, 1)

0 + 1 = 1

ρA

7−→

(1, 1, 0, 0)

1 + 1 = 2

ρA

7−→

(0, 1, 1, 0)

1 + 0 = 1 AVG: 1
2 + 1

2 = 1

ρA

7−→ :||

(0, 1, 0, 1)

1 + 0 = 1

Orbit:

ST word:

cardinality:

ρA

7−→

(1, 0, 1, 0)

0 + 1 = 1 AVG: 1
2 + 1

2 = 1

ρA

7−→ :||

Fig. 1: The two orbits of ρA on P = [2] × [2]. The symbol :|| means to repeat, so ρA has order 4 on P = [2] × [2].
Below each antichain is its ST word and cardinality. The average cardinality is 2·2

4
= 1 in both orbits. The positive

fiber statistics p1 (in red) and p2 (in blue) have average 2

4
= 1

2
across each orbit.

We can associate each antichain A ∈ A([a] × [b]) to its indicator function defined by: A(i, j) is 1 if

(i, j) ∈ A and 0 if (i, j) 6∈ A. Then the ST word w(A) has the following alternate description, since no

fiber can contain multiple elements of A.
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Proposition 2.4. Given a, b ∈ Z>0, P = [a]× [b], and A ∈ A(P ), the ith entry of w(A) is

wi =





b∑
j=1

A(i, j) if 1 ≤ i ≤ a,

1−
a∑

j=1

A(j, i − a) if a+ 1 ≤ i ≤ a+ b.

Remark 2.5. The convention in previous literature has been to use −1 in the definition of w(A) in place

of 0. At the combinatorial level, this difference is insignificant since it does not change the key cyclic

rotation property of the ST word under rowmotion. Using 0 allows us to use the conceptually simple

expressions
∑b

j=1 A(i, j) and 1−
∑a

j=1 A(j, i− a) in Proposition 2.4, as opposed to 2
∑b

j=1 A(i, j)− 1

and 1− 2
∑a

j=1 A(j, i− a) for the −1 convention.

3 Lifting to the piecewise-linear and birational realms

Einstein and Propp gave the first generalizations of rowmotion to the piecewise linear and birational

settings, lifting order-ideal rowmotion to an action on Stanley’s order polytope, thence to labelings of P
by rational functions [EP18]. The parallel lifting of antichain rowmotion was done in [Jos19, JR20]. We

just include the definitions and basic outline needed here; see the above papers for more details.

Definition 3.1 ([Sta86b]). Let RP denote the set of labelings of the finite poset P by real numbers. Within

RP the order polytope of P is the set OP(P ) of labelings f : P → [0, 1] that are order-preserving: if

a ≤ b in P , then f(a) ≤ f(b). Similarly the order-reversing polytope of P is the set OR(P ) of labelings

f : P → [0, 1] that are order-reversing: if a ≤ b in P , then f(a) ≥ f(b). The chain polytope of P is the

set C(P ) of labelings f : P → [0, 1] such that the sum of the labels across every chain is at most 1.

By associating a subset of P with its indicator function, the sets F(P ), J (P ), and A(P ) describe the

vertices of OP(P ), OR(P ), and C(P ) respectively [Sta86b].

There are eight kinds of rowmotion: order and antichain, each considered at the combinatorial, piecewise-

linear, birational, or noncommutative levels. Each can be described in two different ways. One is as com-

position of three maps that generalize complementation, down-transfer (combinatorially, taking minimal

elements of an order filter), and downward saturation. The other is as a “Coxeter element” of appropriate

toggles performed once at each element of P along a linear extension [CF95, EP18, Jos19, JR20]. For

simplicity we just give the former definitions of these various rowmotions via the three-step compositions;

however, the toggling definitions are easily accessible in our earlier papers.

Definition 3.2 ([EP18, §4]). The maps Θ : RP → RP , ∇ : OP(P ) → C(P ), ∆ : OR(P ) → C(P ), and

their inverses are given as follows. To ensure that we are never taking the maximum of an empty set, we

extend P to the poset P̂ by adjoining a minimal element 0̂ and maximal element 1̂, with 0̂ < x < 1̂ for

all x ∈ P . If x and y in P satisfy x < y and there is no z ∈ P such that x < z < y, then we say y covers

x or x is covered by y and write x⋖ y or y ⋗ x.
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For all f ∈ KP and x ∈ P we set:

(Θf)(x) = 1− f(x),

(∇f)(x) = f(x)−max
y⋖x

f(y)
(
with f

(
0̂
)
= 0

)
,

(∆f)(x) = f(x)−max
y⋗x

f(y)
(
with f

(
1̂
)
= 0

)
,

(
∇−1f

)
(x) = max

{
f(y1) + f(y2) + · · ·+ f(yk) : 0̂⋖ y1 ⋖ y2 ⋖ · · ·⋖ yk = x

}

= f(x) + max
y⋖x

(
∇−1f

)
(y)

(
with (∇−1f)

(
0̂
)
= 0

)
,

(
∆−1f

)
(x) = max

{
f(y1) + f(y2) + · · ·+ f(yk) : x = y1 ⋖ y2 ⋖ · · ·⋖ yk ⋖ 1̂

}

= f(x) + max
y⋗x

(
∆−1f

)
(y)

(
with (∆−1f)

(
1̂
)
= 0

)
.

We use the same symbols in each realm (combinatorial, piecewise-linear, birational, and noncommu-

tative), allowing context to clarify which is meant. Using Proposition 2.4, the Stanley–Thomas word

naturally generalizes from A(P ) to C(P ). (Here we have set the α and ω of [EP18, §4] to 0 and 1,

respectively. The maps ∇−1 and ∆−1 were formerly denoted as OP and OR in [Jos19].)

Definition 3.3 ([EP18, Jos19]). In the piecewise-linear setting, we define PL antichain rowmotion (or

chain-polytope rowmotion) by ρC = ∇ ◦Θ ◦∆−1 : C(P ) → C(P ).

There is also PL order rowmotion (or order-polytope rowmotion) defined as Θ ◦∆−1 ◦∇ : OP(P ) →
OP(P ). While the order rowmotion maps have received more attention thus far in the dynamical algebraic

combinatorics community, we will only use the antichain rowmotion maps in this paper. Note that the

order and antichain perspectives are related through equivariance.

Definition 3.4. Let a, b ∈ Z>0, P = [a] × [b], and g ∈ C(P ). The piecewise-linear Stanley–Thomas

word (or ST word) STg is the (a+ b)-tuple whose ith entry is given by

STg(i) =





b∑
j=1

g(i, j) if 1 ≤ i ≤ a,

1−
a∑

j=1

g(j, i− a) if a+ 1 ≤ i ≤ a+ b.

Remark 3.5. Note that when g is the indicator function of an antichain A, we get STg = w(A), the

original ST word from Definition 2.1. One fundamental difference between the combinatorial ST word

on A(P ) and the piecewise-linear analogue on C(P ) is that an element g ∈ C(P ) is not uniquely deter-

mined from STg. For example, in C([2] × [2]), both of the following labelings have the same ST word:

(0.6, 0.5, 0.7, 0.2).

0.1

0.2 0.5

0.3

0.2

0.1 0.4

0.4
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0.3

0.1 0.4

0.2

(0.6, 0.4, 0.7, 0.3)

0.4 + 0.6 = 1

Orbit:

ST word:

label sum:

ρC7−→

0.1

0.5 0.2

0.1

(0.3, 0.6, 0.4, 0.7)

0.6 + 0.3 = 0.9

ρC7−→

0.2

0.1 0.4

0.3

(0.7, 0.3, 0.6, 0.4)

0.3 + 0.7 = 1

ρC7−→

0.1

0.6 0.3

0.1

(0.4, 0.7, 0.3, 0.6)

0.7 + 0.4 = 1.1 AVG: 0.5 + 0.5 = 1

ρC7−→ :||

Fig. 2: One orbit of chain-polytope rowmotion on P = [2] × [2]. The label sum is the analogue of cardinality in the

piecewise-linear realm. The positive fiber statistics p1 (in red) and p2 (in blue) have average 0.5 across each orbit.

The Stanley–Thomas word rotates equivariantly with the action of chain-polytope rowmotion on the

corresponding labeling and allows us to derive some refined homomesies, analogous to the combinatorial

case. See Figure 2 for a sample orbit. Proofs will follow by tropicalizing their birational analogues, which

we now construct.

Let K be a field of characteristic zero, and let KP denote the set of labelings f : P → K of the elements

of P by elements of K. To lift piecewise-linear maps to birational maps over the field K, we detropicalize

by replacing the max operation with addition, addition with multiplication, subtraction with division, and

the additive identity 0 with the multiplicative identity 1. Additionally, we replace 1 with a generic fixed

constant κ ∈ K. The following birational lifts are the detropicalizations of the piecewise-linear maps in

Definition 3.2.

Definition 3.6 ([EP18, §6]). Fix a generic constant κ ∈ K. We define the following birational maps

Θ,∇,∆ : KP
99K KP . We call Θ complementation, ∇ down-transfer, and ∆ up-transfer. We again

extend P to the poset P̂ as in Definition 3.2. For all f ∈ KP and x ∈ P we set:

(Θf)(x) =
κ

f(x)
,

(∇f)(x) =
f(x)∑

y⋖x

f(y)

(
with f

(
0̂
)
= 1

)
,

(∆f)(x) =
f(x)∑

y⋗x

f(y)

(
with f

(
1̂
)
= 1

)
,

(
∇−1f

)
(x) =

∑

0̂⋖y1⋖y2⋖···⋖yk=x

f(y1)f(y2) · · · f(yk) = f(x)
∑

y⋖x

(
∇−1f

)
(y)

(
with (∇−1f)

(
0̂
)
= 1

)
,

(
∆−1f

)
(x) =

∑

x=y1⋖y2⋖···⋖yk⋖1̂

f(y1)f(y2) · · · f(yk) = f(x)
∑

y⋗x

(
∆−1f

)
(y)

(
with (∆−1f)

(
1̂
)
= 1

)
.

Definition 3.7 ([JR20]). In the birational setting, we define birational order rowmotion (or BOR-

motion) as BOR = Θ ◦∆−1 ◦∇. Similarly, we define birational antichain rowmotion (BAR-motion)

as BAR = ∇ ◦Θ ◦∆−1.

We refer the reader to our earlier work [JR20] for more detail about BAR-motion. See Figure 3 for one

iteration of BAR-motion on [2]× [3].
We detropicalize Definition 3.4 to obtain the birational Stanley–Thomas word.
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u

v w

x y

z

BAR

∆−1

∇

Θ

u(vx+ wx+ wy)z

vxz w(x + y)z

xz yz

z

κ
u(vx+wx+wy)z

u(vx+wx+wy)
vx

u(vx+wx+wy)
w(x+y)

vw(x+y)
vx+wx+wy

w(x+y)
y

xy
x+y

κ
u(vx+wx+wy)z

κ
vxz

κ
w(x+y)z

κ
xz

κ
yz

κ
z

Fig. 3: One iteration of BAR-motion on [2] × [3].

z

x y

w

BAR
7−→

(
wy, xz, κ

wx
, κ
yz

)

xy
x+y

w(x+y)
x

w(x+y)
y

κ
w(x+y)z

BAR
7−→

(
κ
yz
, wy, xz, κ

wx

)

w

κ
wyz

κ
wxz

z

BAR
7−→

(
κ
wx

, κ
yz
, wy, xz

)

κ
w(x+y)z

(x+y)z
x

(x+y)z
y

xy
x+y

BAR
7−→

(
xz, κ

wx
, κ
yz
, wy

)

:||

Fig. 4: The full orbit of BAR on a generic labeling for P = [2]× [2]. Below each labeling is its ST word, illustrating

Theorem 3.10.
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Definition 3.8. Let a, b ∈ Z>0, P = [a] × [b], and g ∈ KP . The birational Stanley–Thomas word (or

ST word) STg is the (a+ b)-tuple given by

STg(i) =

{
g(i, 1)g(i, 2) · · · g(i, b) if 1 ≤ i ≤ a,
κ/

(
g(1, i− a)g(2, i− a) · · · g(a, i− a)

)
if a+ 1 ≤ i ≤ a+ b.

Example 3.9. Let g be the generic labeling of [2]× [3] displayed in the top left corner of Figure 5. Then

STg =
(
STg(1), STg(2), STg(3), STg(4), STg(5)

)
=

(
uwy, vxz, κ/(uv), κ/(wx), κ/(yz)

)
.

After applying BAR-motion to g, the Stanley–Thomas word of BAR(g) is

STBAR(g) =
(
κ/(yz), uwy, vxz, κ/(uv), κ/(wx)

)

which is simply a rightward cyclic shift of STg . This cyclic shift property is formalized in the following

theorem.

Theorem 3.10. Let P = [a]× [b]. For a labeling g ∈ KP ,

STBAR(g)(i) = STg(i − 1) for 2 ≤ i ≤ a+ b and STBAR(g)(1) = STg(a+ b).

Thus, STBARm(g)(i) = STg(i − m mod a + b) for every i ∈ Z and m ∈ N, where here “mod M”

returns values within the set {1, 2, . . . ,M}.

This result follows from its noncommutative analogue (Theorem 4.5), which we prove in Section 4.

Any equality of expressions satisfied by a birational map that does not contain subtraction or additive

inverses also holds in the piecewise-linear realm (by tropicalization) and furthermore in the combinato-

rial realm (by restriction); see [GR16, Remark 10]. So Theorem 3.10 implies the analogous statement

for the piecewise-linear realm, and thus the already-known result for the combinatorial realm. By the

end of this paper, we will have a chain of four realms (combinatorial, piecewise-linear, birational, and

noncommutative) and a proof in one realm implies the versions for all previous realms.

Theorem 3.10 is illustrated for [2] × [2] in Figure 4 and for [2] × [3] in Figure 5. Unlike in the com-

binatorial realm, we cannot use Theorem 3.10 to prove that the order of BAR on [a] × [b] is a + b since

the ST word does not uniquely define the labeling; however, this has been proven by Grinberg and the

second author [GR15] (for birational order rowmotion, which implies the order for BAR; see [JR20, Ex-

ample 3.7]). We can still make use of the ST word to prove a lifting of the fiber homomesy to the birational

realm. Corollary 3.12 has already been proven by Hopkins [Hop20, Remark 4.44] using techniques that

can be applied to a wider family of posets. Here we obtain an alternative proof, illustrating that the same

technique Propp and the second author used in the combinatorial realm lifts to the birational realm. In

the birational setting, addition has been replaced with multiplication, so a slightly modified definition of

homomesy is used, to avoid the nth roots in geometric means.

Definition 3.11 ([EP18, §2.1]). Let S be a collection of combinatorial objects, and f : S → K a “statistic”

(any map) on S. Suppose ϕ : S → S is a map and there exists a positive integer n for which ϕn is the

identity on S. Then we say f exhibits multiplicative homomesy with respect to ϕ if

f(x)f
(
ϕ(x)

)
f
(
ϕ2(x)

)
· · · f

(
ϕn−1(x)

)

is constant, independent of the choice of x ∈ S.
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z

x y

v w

u

g

STg =
(
uwy, vxz, κ

uv
, κ
wx

, κ
yz

)

xy
x+y

vw(x+y)
vx+wx+wy

w(x+y)
y

u(vx+wx+wy)
vx

u(vx+wx+wy)
w(x+y)

κ
u(vx+wx+wy)z

BAR(g)

STBAR(g) =
(

κ
yz
, uwy, vxz, κ

uv
, κ
wx

)

vw
v+w

u(v+w)
v

u(v+w)
w

κ
uwyz

κ
u(v+w)xz

z

BAR2(g)

STBAR2(g) =
(

κ
wx

, κ
yz
, uwy, vxz, κ

uv

)

u

κ
uw(x+y)z

κ
uvxz

(x+y)z
x

(x+y)z
y

xy
x+y

BAR3(g)

STBAR3(g) =
(

κ
uv

, κ
wx

, κ
yz
, uwy, vxz

)

κ
u(vx+wx+wy)z

(vx+wx+wy)z
(v+w)x

(vx+wx+wy)z
wy

(v+w)x
v

(v+w)xy
vx+wx+wy

vw
v+w

BAR4(g)

STBAR4(g) =
(
vxz, κ

uv
, κ
wx

, κ
yz
, uwy

)

z

x y

v w

u

BAR5(g)

STBAR5(g) =
(
uwy, vxz, κ

uv
, κ
wx

, κ
yz

)

Fig. 5: An orbit of BAR starting with a generic labeling g ∈ K
P , for P = [2] × [3]. The order of BAR on P is

5 = 2 + 3. The ST word is listed below each labeling. Note the cyclic shift property of Theorem 3.10.



A birational lifting of the Stanley–Thomas word on products of two chains 11

The following follows easily from Theorem 3.10.

Corollary 3.12. Let P = [a] × [b], and fix k ∈ [a] and ℓ ∈ [b]. Then the product of labels along the

kth positive fiber, g 7→ g(k, 1)g(k, 2) · · · g(k, b), exhibits multiplicative homomesy with respect to BAR
because for each g ∈ K

P we have

a+b−1∏

m=0

(BARm g)(k, 1)(BARm g)(k, 2) · · · (BARm g)(k, b) = κb.

Similarly, the product of labels along the ℓth negative fiber, g 7→ g(1, ℓ)g(2, ℓ) · · · g(a, ℓ), exhibits multi-

plicative homomesy because

a+b−1∏

m=0

(BARm g)(1, ℓ)(BARm g)(2, ℓ) · · · (BARm g)(a, ℓ) = κa.

Proof: First we extend Definition 3.8 by setting STg(j) = STg(i) whenever j ≡ i (mod a + b). Then

by Theorem 3.10, STBARm g(i mod a+ b) = STg(i−m mod a+ b) for any i ∈ Z.

Fix k ∈ [a] and ℓ ∈ [b]. Then

a+b−1∏

m=0

(BARm g)(k, 1)(BARm g)(k, 2) · · · (BARm g)(k, b) =

a+b−1∏

m=0

STBARm g(k)

=

a+b−1∏

m=0

STg(k −m mod a+ b) =

a+b∏

r=1

STg(r) = κb.

The second equality above is from Theorem 3.10, and the last equality is from the definition of STg since

each element label appears once as a factor of
∏a+b

r=1 STg(r), and once again reciprocated by κ. Now

working along negative fibers we similarly obtain

a+b−1∏

m=0

(BARm g)(1, ℓ)(BARm g)(2, ℓ) · · · (BARm g)(a, ℓ) =

a+b−1∏

m=0

κ

STBARm g(ℓ + a)

=

a+b−1∏

m=0

κ

STg(ℓ+ a−m mod a+ b)
=

a+b∏

r=1

κ

STg(r)
= κa.

Example 3.13. Consider the product g 7→ g(1, 1)g(1, 2) displayed in red in Figure 4. The product of this

statistic, ranging across the entire orbit is

(w · y) ·

(
κ

w(x + y)z
·
w(x + y)

y

)
·
(
z ·

κ

wxz

)
·

(
xy

x+ y
·
(x+ y)z

y

)
= κ2.
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4 Lifting to the noncommutative realm

4.1 Introduction to noncommutative dynamics

Our main result, Theorem 3.10, lifts to the noncommutative realm, where we replace our field K with a

skew field(i) S of characteristic zero. This realm was first considered in unpublished work by Grinberg

who conjectured that the periodicity of birational rowmotion on [a]×[b] (i.e., the order of this map is a+b)
holds even when we consider noncommuting variables. In earlier work we expanded this by defining the

transfer maps and antichain rowmotion in this realm [JR20, §5]. We always require the generic constant

κ ∈ S to be in the center of S (i.e., κ commutes with every element of S). We use the term partial map

to describe the analogue of a birational map over skew fields [JR20, Remark 5.5].

Notation 4.1. For greater ease in writing and interpreting rational expressions in the skew field, we write

x for x−1 when x ∈ S. Also, we use
∏ր

to indicate the indices increase from left to right, and
∏ց

to indicate the indices decrease from left to right. For example
5∏

n=2

ր

f(n) = f(2)f(3)f(4)f(5) while

5∏
n=2

ց

f(n) = f(5)f(4)f(3)f(2).

Definition 4.2 ([JR20, Definition 5.11]). We define the following noncommutative generalizations of the

birational maps of Definition 3.6. For all f ∈ SP and x ∈ P , we set:

(Θf)(x) = κ · f(x),

(∇f)(x) = f(x) ·
∑

y⋖x

f(y)
(
with f

(
0̂
)
= 1

)
,

(∆f)(x) =
∑

y⋗x

f(y) · f(x)
(
with f

(
1̂
)
= 1

)
,

(
∇−1f

)
(x) =

∑

0̂⋖y1⋖y2⋖···⋖yk=x

f(yk) · · · f(y2)f(y1) = f(x) ·
∑

y⋖x

(
∇−1f

)
(y)

(
with (∇−1f)

(
0̂
)
= 1

)
,

(
∆−1f

)
(x) =

∑

x=y1⋖y2⋖···⋖yk⋖1̂

f(yk) · · · f(y2)f(y1) =
∑

y⋗x

(
∆−1f

)
(y) · f(x)

(
with (∆−1f)

(
1̂
)
= 1

)
.

Noncommutative antichain rowmotion (NAR-motion) is the partial map NAR : SP 99K SP given

by NAR = ∇ ◦Θ ◦∆−1. However, an equivalent description of NAR-motion (that we will use here in a

proof) is in terms of partial maps called toggles. Toggles have been studied in connection with order-ideal

rowmotion since the work of Cameron and Fon-Der-Flaass [CF95]. The toggles we will work with here

are from combinatorial antichain toggles first described by Striker [Str18], then lifted by us to the higher

realms [Jos19, JR20].

(i) Here a skew field or division ring is a ring with 1 in which every nonzero element has a multiplicative inverse. Multiplication in a

skew field must be associative, but need not be commutative (the only field axiom not required).
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z

x y

w

g = NAR4(g)

STg = (yw, zx, κ · w · x, κ · y · z)

(
x+ y

)

x · (x+ y) · w y · (x+ y) · w

κ · w · (x+ y) · z

NAR(g)

STNAR(g) = (κ · y · z, yw, zx, κ · w · x)

w

κ · w · y · z κ · w · x · z

z

NAR2(g)

STNAR2(g) = (κ · w · x, κ · y · z, yw, zx)

κ · w · (x+ y) · z

z · (x + y) · x z · (x + y) · y

(
x+ y

)

NAR3(g)

STNAR3(g) = (zx, κ · w · x, κ · y · z, yw)

Fig. 6: The NAR-orbit for the generic labeling on P = [2] × [2]. The order of NAR is 4. Below each labeling is its

Stanley–Thomas word, illustrating Theorem 4.5.

Definition 4.3 ([JR20, Definition 5.13, Lemma 5.19]). Let v ∈ P . The noncommutative antichain

toggle is the partial map τv : SP 99K S
P defined as follows:

(
τv(g)

)
(x) =





κ ·
∑

0̂⋖y1⋖y2⋖···⋖yk⋖1̂, yc=v

c−1∏

i=1

ց

g(yi) ·
k∏

i=c

ց

g(yi) if x = v

g(x) if x 6= v

=

{
κ · (∆−1g)(v) · (∇−1g)(v) · g(v) if x = v

g(x) if x 6= v.

Let (x1, x2, . . . , xn) be any linear extension of a finite poset P . Then NAR can be equivalently defined

as NAR = τxn
· · · τx2

τx1
, i.e., toggling at each element of P from bottom to top; the equivalence is

proved in [JR20, Theorem 5.26]. We will make use of both the transfer map and toggle descriptions of

NAR.

4.2 Noncommutative Stanley–Thomas word

Definition 4.4. Let a, b ∈ Z>0, P = [a]× [b], and g ∈ SP where S is a skew field. The Stanley–Thomas

word STg is the (a+ b)-tuple given by

STg(i) =

{
g(i, b) · g(i, b− 1) · · · g(i, 1) if 1 ≤ i ≤ a,

κ · g(1, i− a) · g(2, i− a) · · · g(a, i− a) if a+ 1 ≤ i ≤ a+ b.
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Theorem 4.5. Let P = [a]× [b]. For a labeling g ∈ SP ,

STNAR(g)(i) = STg(i − 1) for 2 ≤ i ≤ a+ b and STNAR(g)(1) = STg(a+ b).

Example 4.6. Figure 6 shows the generic NAR-orbit for P = [2] × [2]. Observe that NAR cyclically

shifts the Stanley–Thomas word. We remind the reader that κ commutes with every element of S, but in

general simplifications in skew fields can be rather tricky. For example x+ y can equivalently be written

as

• y(x+ y)x by multiplying on the left by yy and the right by xx and using the property AB = B ·A,

• or as x(x + y)y by multiplying on the left by xx and the right by yy,

but is not equivalent to yx(x+ y), (x+ y)xy, xy(x+ y), or (x+ y)yx. Such identities are necessary

even to check the equality STNAR(g)(2) = yw.

The following is used in the proof of Theorem 4.5.

Theorem 4.7. Let P = [a]× [b] and g ∈ SP . Let G = ∆−1g. Then

• (NAR g)(1, 1) = κ ·G(1, 1),

• (NAR g)(1, j) = G(1, j) ·G(1, j − 1) for j ≥ 2,

• (NAR g)(i, 1) = G(i, 1) ·G(i − 1, 1) for i ≥ 2,

• (NAR g)(i, j) = G(i, j) ·G(i − 1, j) · g(i− 1, j − 1) ·G(i − 1, j − 1) ·G(i, j − 1)
= G(i, j) ·G(i, j − 1) · g(i− 1, j − 1) ·G(i− 1, j − 1) ·G(i− 1, j)

for i, j ≥ 2.

Remark 4.8. In Theorem 4.7, we can also use the formulas in the fourth bullet point when i = 1 and/or

j = 1 if we define G(i, j) = 1 when i = 0 and/or j = 0, g(0, 0) = κ, and g(i, j) = 1 when one of i, j
(but not both) are 0. However, there are other ways to define g(i, j) and G(i, j) in these out-of-bounds

positions that would also serve this same purpose of reducing the number of different formulas. We will

not choose a convention here, in case a specific one makes the most sense in further study of NAR-motion.

We will actually prove the following theorem which is more general than Theorem 4.7 and applies to a

wider range of posets.

Theorem 4.9. Let P be a finite poset, and let g ∈ SP . Let G = ∆−1g. Let x ∈ P .

1. If x is a minimal element of P , then (NAR g)(x) = κ ·G(x).

2. If x covers exactly one element z ∈ P , then (NAR g)(x) = G(x) ·G(z).

3. If u, v, z ∈ P satisfy u 6= v and {y ∈ P : y ⋖ x} = {y ∈ P : y ⋗ z} = {u, v}, then

(NAR g)(x) = G(x) ·G(u) · g(z) ·G(z) ·G(v).
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Proof: Let H = (Θ ◦∆−1)(g). So NAR g = ∇H , and for each e ∈ P , H(e) = κ ·G(e).
We begin with (1). Since x is a minimal element of P , (NAR g)(x) = (∇H)(x) = H(x) = κ ·G(x).
For (2), we have

(NAR g)(x) = (∇H)(x)

= H(x) ·H(z)

= κ ·G(x) · κ ·G(z)

= G(x) ·G(z).

Now we consider (3). From the definition of ∆−1, we have G(z) = (G(u) +G(v))g(z). This is used

in the penultimate equality below:

(NAR g)(x) = (∇H)(x)

= H(x) ·
(
H(u) +H(v)

)

= κ ·G(x) ·
(
κ ·G(u) + κ ·G(v)

)

= G(x) ·
(
G(u) +G(v)

)

= G(x) ·G(u) ·
(
G(u) +G(v)

)
·G(v)

= G(x) ·G(u) ·
(
G(z) · g(z)

)
·G(v)

= G(x) ·G(u) · g(z) ·G(z) ·G(v).

The identity x+ y = x(x+ y)y from Example 4.6 was used in the fifth equality.

Now we will use Theorem 4.7 to prove Theorem 4.5.

Proof of Theorem 4.5: The theorem follows easily from the following four equalities:

1.
b∏

ℓ=1

ց

(NAR g)(1, ℓ) = κ ·
a∏

k=1

ր

g(k, b),

2.
b∏

ℓ=1

ց

(NAR g)(k, ℓ) =
b∏

ℓ=1

ց

g(k − 1, ℓ) for 2 ≤ k ≤ a,

3.
a∏

k=1

ց

(NAR g)(k, 1) = κ ·
b∏

ℓ=1

ր

g(a, ℓ),

4.
a∏

k=1

ց

(NAR g)(k, ℓ) =
a∏

k=1

ց

g(k, ℓ− 1) for 2 ≤ ℓ ≤ b.

We will prove only the first two, since the last two are respectively analogous but with the coordinates re-

versed. Let G = ∆−1g. For the first equality we apply Theorem 4.7 and unravel the resulting telescoping
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product to obtain

b∏

ℓ=1

ց

(NAR g)(1, ℓ) =




b∏

ℓ=2

ց

G(1, ℓ) ·G(1, ℓ− 1)


 · κ ·G(1, 1) = κ ·G(1, b)

= κ ·

a∏

k=1

ց

g(k, b) = κ ·

a∏

k=1

ր

g(k, b).

The third equality above is because there is only one saturated chain from (1, b) to 1̂. Now for the second

equality, thanks to Theorem 4.7 and a telescoping product we have

b∏

ℓ=1

ց

(NAR g)(k, ℓ)

=




b∏

ℓ=2

ց

G(k, ℓ) ·G(k − 1, ℓ) · g(k − 1, ℓ− 1) ·G(k − 1, ℓ− 1) ·G(k, ℓ − 1)




·G(k, 1) ·G(k − 1, 1)

= G(k, b) ·G(k − 1, b) ·

b∏

ℓ=2

ց

g(k − 1, ℓ− 1)

= g(k − 1, b) ·

b−1∏

ℓ=1

ց

g(k − 1, ℓ)

=

b∏

ℓ=1

ց

g(k − 1, ℓ)

where the third equality follows from the fact that g = ∆G and a reindexing of the product.

5 Future directions

There are several directions for future research building off of this work. First of all, the description of

how NAR acts on each of the labels (Theorem 4.7) may be one piece of the puzzle in proving Grinberg’s

conjecture that NAR has order a+ b on the poset [a]× [b].
The cyclic shifting action on the Stanley–Thomas word has order a+ b, but this does not prove period-

icity of NAR as g 7→ STg is not injective. However, what we have established in this work is resonance

as defined by Dilks, Pechenik, and Striker [DPS17, DSV19]. We believe there are more examples of

resonance to be found lurking in the birational (or noncommutative) realm. A direction for further study

is to see if the resonance on various posets, such as products [a] × [b] × [c] of three chains considered

in [DPS17] generalizes to the birational realm. The birational realm may also prove useful in answering

unsolved resonance conjectures in the combinatorial realm.
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When restricting Theorem 4.7 to commutative variables, we obtain the following. (Again, Remark 4.8

applies.)

Theorem 5.1. Let P = [a]× [b] and g ∈ KP . Then

• (BAR g)(1, 1) =
κ

(∆−1g)(1, 1)
,

• (BAR g)(1, j) =
(∆−1g)(1, j − 1)

(∆−1g)(1, j)
for j ≥ 2,

• (BAR g)(i, 1) =
(∆−1g)(i− 1, 1)

(∆−1g)(i, 1)
for i ≥ 2,

• (BAR g)(i, j) =
(∆−1g)(i− 1, j) · (∆−1g)(i, j − 1) · g(i− 1, j − 1)

(∆−1g)(i− 1, j − 1) · (∆−1g)(i, j)
for i, j ≥ 2.

This theorem describes how BAR acts on each of the individual labels. We believe this is a first step

toward one of our goals: to give a nice description of how BAR acts on all of the factors that arise. For

example, on P = [2] × [3], the factors x + y and vx + wx + wy arise when applying BAR (and v + w
appears after applying BAR a second time). We would like to better understand what BAR does to these

factors as well. This should help us come up with a formula for iterations of BAR, i.e.,
(
BARk g

)
(i, j)

similar to the one found by Musiker and the second author for birational order rowmotion [MR19].

Another direction for further study is to study other posets. Sam Hopkins and the first author have used

the birational Stanley–Thomas word to prove a homomesy result on the type A root poset Φ+(An) [HJ20]

by using an embedding due to Grinberg and the second author of Φ+(An) into [n+1]× [n+1] described

in [GR15, Lemma 67]. Though this work is in the commutative birational realm, we also conjecture

periodicity for noncommutative rowmotion on Φ+(An).

It is quite possible that there may be analogues in other posets; [a] × [b] is in the larger family of

minuscule posets. Homomesy and periodicity of rowmotion has been found in all minuscule posets,

even at the birational realm [Oka21]. Computer data suggests noncommutative rowmotion is periodic on

minuscule posets as well as on root posets of coincidental types (see [HPPW20, §8] for a definition), and

trapezoid posets. Trapezoid posets

Ta,b = {(i, j) ∈ Z
2 : 1 ≤ i ≤ a and i ≤ j ≤ a+ b − i}

for a ≤ b were first considered by Stembridge [Ste86] and Stanley [Sta86a]. The poset Ta,b is a dop-

pelgänger of [a] × [b] in the language of Hamaker, Patrias, Pechenik, and Williams [HPPW20], meaning

Ta,b and [a] × [b] have the same order polynomial. Trapezoid posets have sparked increased interest re-

cently in [RTY18, Hop20] and appear to share similar properties to rectangle posets, so there may be an

analogue to this work within Ta,b. We conjecture that rowmotion has order a+ b on Ta,b in the birational

and noncommutative realms, but this is yet to be proved even in the birational realm. Periodicity in the

combinatorial realm has been proven only very recently by constructing an equivariant bijection between

rowmotion on [a]× [b] and rowmotion on Ta,b [DWYZ20].
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