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The number of down-steps between pairs of up-steps in kt-Dyck paths, a generalization of Dyck paths consisting
of steps {(1, k), (1,−1)} such that the path stays (weakly) above the line y = −t, is studied. Results are proved
bijectively and by means of generating functions, and lead to several interesting identities as well as links to other
combinatorial structures. In particular, there is a connection between kt-Dyck paths and perforation patterns for
punctured convolutional codes (binary matrices) used in coding theory. Surprisingly, upon restriction to usual Dyck
paths this yields a new combinatorial interpretation of Catalan numbers.
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1 Introduction
This article presents a comprehensive investigation of the number of down-steps between pairs of up-
steps in a family of generalized Dyck paths known as kt-Dyck paths. In particular, we obtain an explicit
formula for this parameter, and explore its asymptotic growth. Throughout, we further establish properties
of kt-Dyck paths and their use in finding combinatorial interpretations of identities. To begin, we define
these paths and associated objects, and provide background and motivation for studying this parameter.

Definition 1 (k-Dyck path). Let k be a positive integer. A k-Dyck path is a lattice path that consists of
up-steps (1, k) and down-steps (1,−1), starts at (0, 0), stays weakly above the line y = 0 and ends on the
line y = 0.

Notice that if a k-Dyck path has n up-steps, then it has kn down-steps, and thus has length (k + 1)n.
The family of k-Dyck paths in this form were introduced by Hilton and Pedersen [HP91] and have since
been the topic of several studies involving statistics in these paths and their relations to other mathematical
objects (see, for example, [CM16, HHP18, JVK16, XZ19]). However, note that equivalent lattice path
families, such as the family of paths consisting of horizontal and vertical unit steps staying weakly below
the line y = kx, have been under consideration for much longer — see, for example, [Moh79, Section 1.4]
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where this particular family is discussed, including references to older literature. More information can
also be found in the recent survey article [Kra15] by Krattenthaler.

In particular, k-Dyck paths are a special case of Łukasiewicz paths. A Łukasiewicz path of length n
is a lattice path consisting of steps (1, i) where i ∈ {−1, 0, 1, 2, . . .}, that starts at (0, 0), stays weakly
above the line y = 0, and terminates at (n, 0). There is a well-known natural bijective mapping between
Łukasiewicz paths and plane trees [Lot97, Chapter 11] (see also [BF02, Example 3]). Under this mapping,
k-Dyck paths correspond to (k + 1)-ary trees, and thus k-Dyck paths of length (k + 1)n are enumerated
by Fuss–Catalan numbers (see [FS09, Example I.14]) which are given by

C(k)
n =

1

kn+ 1

(
(k + 1)n

n

)
. (1)

In [GPW10], Gu, Prodinger, and Wagner introduced a class of k-coloured plane trees called k-plane
trees, which are plane trees where each vertex is labeled i with i ∈ {1, 2, . . . , k} and the sum of labels
along any edge is at most k + 1 (with the root labeled k). They construct a bijection between this class
and k-Dyck paths as well as (k + 1)-ary trees. Furthermore, they note that removing the condition that
the root is labeled k gives a bijection with generalized k-Dyck paths which can go below the x-axis until
some fixed negative height. There they mention that only few enumeration problems lead to the numbers
corresponding to the total number of generalized k-Dyck paths,

k

n+ 1

(
(k + 1)n

n

)
.

We provide a new combinatorial interpretation for these numbers in (4).
Recently, this generalization of k-Dyck paths was further developed and enumerated by Selkirk in [Sel19],

where such paths were given the name kt-Dyck paths. It is this family of paths that will be the main object
of interest in our article.

Definition 2 (kt-Dyck paths). Let k and t be integers with k > 0 and t ≥ 0. A kt-Dyck path is a lattice
path that consists of up-steps (1, k) and down-steps (1,−1), starts at (0, 0), stays weakly above the line
y = −t, and ends on the line y = 0. The combinatorial class of kt-Dyck paths will be denoted by S(k)t .

As in the case of k-Dyck paths, a kt-Dyck path with n up-steps has kn down-steps, and thus its length
is (k + 1)n.

For 0 ≤ t ≤ k, kt-Dyck paths are enumerated by generalized Fuss–Catalan numbers (see for example
A001764, A006013, A002293–A002296, A069271, A006632, A118969–A118971 in the OEIS [OEI22]),
as shown in the next proposition.

Proposition 3 ([Sel19, Proposition 2.2.2]). For 0 ≤ t ≤ k, the generating function for kt-Dyck paths
(with the variable x counting the number of up-steps) is given by

S
(k)
t (x) =

∑
n≥0

C
(k)
n,tx

n,

where the generalized Fuss–Catalan numbers C(k)
n,t are given by

C
(k)
n,t =

t+ 1

(k + 1)n+ t+ 1

(
(k + 1)n+ t+ 1

n

)
. (2)

https://oeis.org/A001764
https://oeis.org/A006013
https://oeis.org/A002293
https://oeis.org/A002296
https://oeis.org/A069271
https://oeis.org/A006632
https://oeis.org/A118969
https://oeis.org/A118971
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For ease of notation we omit the superscript and write St, St(x), or Cn,t if k is fixed and clear from the
context. Note that for t = 0 we obtain the “classical” Fuss–Catalan numbers as in (1).

This can be proved in a number of ways, as discussed in [Sel19], the simplest of those discussed being
an application of the Cycle Lemma (see [DM47]; or [BF02, Section 4.1], [DZ90], [Lot97] for lattice path
applications). The result can also be found in literature: see, for example, [Moh79, Section 1.4, Theorem
3; in particular (1.11)] for just the enumeration, or [Kra15, Theorem 10.4.5] where both the enumeration
as well as the generating function representation is proved. We choose to include the proof using the
Cycle Lemma here nonetheless, because it also sets the stage for some results later in this article.

Proof of Proposition 3: Trivially, kt-Dyck paths of length (k+1)n are in bijection with reverse kt-Dyck
paths of length (k + 1)n (with step set {(1, 1), (1,−k)}). Using the Cycle Lemma, we will show that
reverse kt-Dyck paths of length (k+1)n are enumerated by the generalized Fuss–Catalan numbers given
in (2). As outlined in [DZ90], a sequence p1 · · · pn of boxes and circles is k-dominating if for every j,
1 ≤ j ≤ n the number of boxes in p1 · · · pj is more than k times the number of circles.

The Cycle Lemma states that: “For any sequence p1 · · · pm+n of m boxes and n circles, m ≥ kn, there
exist exactly m− kn (out of m+n) cyclic permutations pj · · · pm+np1 · · · pj−1, 1 ≤ j ≤ m+n, that are
k-dominating.”

We claim that the number of unique k-dominating sequences of n circles and kn+t+1 boxes is equal to
the number of reverse kt-Dyck paths, where a box represents a (1, 1) step, and a circle represents a (1,−k)
step in order. A k-dominating sequence of boxes and circles can be drawn as a path starting at (0,−(t+1))
and ending at ((k + 1)n + t + 1, 0), and its subpath from (t + 1, 0) to ((k + 1)n + t + 1, 0) is a valid
reverse kt-Dyck path. We can take this subpath because every k-dominating sequence must begin with at
least t+1 boxes (or (1, 1) steps). Since the sequence is k-dominating, we have that k times the number of
(1, 1) steps is always strictly greater than the number of (1,−k) steps, i. e. k ·#(1, 1) + 1 ≥ #(1,−k),
after removing the initial t+1 steps of type (1, 1) the path will possibly have a (1,−k) step at height k− t
and we have the condition that the path stays weakly above the line y = −t. Thus unique k-dominating
sequences of n circles and kn+ t+ 1 boxes and reverse kt-Dyck paths are in bijection.

The number of sequences of n circles and kn+ t+ 1 boxes that can be constructed is(
(k + 1)n+ t+ 1

n

)
.

By applying the Cycle Lemma we see that for each sequence there are exactly (kn+ t+1)− kn = t+1
starting points for cyclic permutations of the sequence which are k-dominating. However, these starting
points might not give unique sequences due to periodicity of the sequence. On the other hand, all non-
unique k-dominating cyclic permutations are periodic with a period that divides the length of the sequence.
Therefore proportionally there are (t+1)/((k+1)n+ t+1) (unique) k-dominating cyclic permutations
per sequence. Hence there are

t+ 1

(k + 1)n+ t+ 1

(
(k + 1)n+ t+ 1

n

)
unique k-dominating sequences, which concludes the proof.

Remark 1. In a recent preprint by Prodinger [Pro19] an approach for investigating kt-Dyck paths with
t > k using generating functions was discussed — note that the enumeration of these paths is known,
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and can be obtained from, e.g., [Kra15, Theorem 10.4.7]. Combinatorially, removing the restriction of
0 ≤ t ≤ k results in the paths behaving differently with respect to certain decompositions. As we will
see later, the approaches presented in our paper cannot be applied directly to the case t > k: this is a
subject of our ongoing research. Therefore throughout this work we assume that 0 ≤ t ≤ k, unless stated
otherwise.

In this paper, we study the number of down-steps between pairs of up-steps in kt-Dyck paths.

Definition 4 (Number of down-steps). Let n ≥ 1 and 0 ≤ r ≤ n be two non-negative integers. Let s(k)n,t,r

be the total number of all down-steps between the r-th and the (r+ 1)-th up-steps in all kt-Dyck paths of
length (k+1)n. For r = 0 this quantity enumerates all down-steps before the first up-step, and for r = n
all down-steps after the last up-step.

Whenever k is clear from the given context, we write sn,t,r instead of s(k)n,t,r, to improve readability.
Figure 1 illustrates all 31-Dyck paths with n = 2 up-steps. By counting the down-steps of the paths in the
figure we can see that s(3)2,1,0 = 4, s(3)2,1,1 = 16, and s(3)2,1,2 = 34.

(1, 3, 2) (1, 2, 3) (1, 1, 4) (1, 0, 5) (0, 4, 2)

(0, 3, 3) (0, 2, 4) (0, 1, 5) (0, 0, 6)

Fig. 1: All 31-Dyck paths with two up-steps. The triple below each path indicates its contribution to s(3)2,1,0,

s
(3)
2,1,1, s(3)2,1,2 — that is, the number of down-steps before the first up-step, between the first and second

up-step, and after the second up-step, respectively.

The motivation for studying down-steps in kt-Dyck paths comes from trying to better understand and
enumerate generalized Kreweras walks. Walks in the quarter plane have been and remain an active area
of research, with many unresolved questions. Kreweras walks [Kre65] are walks in the quarter plane,
Z≥0 × Z≥0, that consist of steps {(1, 1), (−1, 0), (0,−1)}, and start and end at (0, 0).

We consider a generalized Kreweras model with step set {(a, b), (−1, 0), (0,−1)}, a, b ∈ N. These
(a, b)-Kreweras walks can be decomposed into pairs consisting of an a-Dyck path and a b-Dyck path using
an observation in [BBMM21, Proposition 21]. Given an arbitrary (a, b)-Kreweras walk, we sequentially
consider the non-zero x-coordinates of steps in the walk, which will be either a or −1, and thus form a
sequence which represents an a-Dyck path. Similarly, non-zero y-coordinates are either b or −1 and thus
form a b-Dyck path.



Down-steps in generalized Dyck paths 5

However, because not all the conditions of [BBMM21, Proposition 21] are met, this decomposition is
not unique — two different walks can result in the same pair of a-Dyck and b-Dyck path. For example,
consider the decomposition in Figure 2.

→

Fig. 2: Three different (1, 2)-Kreweras walks whose x- and y-projections yield the same pair of paths. In
total there are ten (1, 2)-Kreweras walks yielding this pair of paths.

This is because there is no way of encoding the relative positions of (−1, 0) and (0,−1) steps between
pairs of (a, b) steps, but in the a-Dyck and b-Dyck path the corresponding steps are down-steps. Since
(a, b) steps result in an up-step in both generalized Dyck paths, the number of down-steps between pairs
of up-steps in each path allows us to enumerate the number of combinations of (−1, 0) and (0,−1) steps
that give the same a-Dyck and b-Dyck path, thus providing a basis for the enumeration of generalized
Kreweras walks. We hope that a better understanding of the down-step statistics in kt-Dyck paths will
assist in the enumeration of this family of generalized Kreweras walks in the quarter plane.

2 Structure of the paper and summary of results
There are two different approaches used for investigating the number of down-steps. Firstly, in Section 3
we bijectively prove a recursion which gives an explicit sum formula for the total number of down-steps
between pairs of up-steps. The second approach in Section 5 makes use of the symbolic decomposition of
kt-Dyck paths and uses bivariate generating functions to count the number of down-steps between pairs of
up-steps. Combining results from both approaches leads to several interesting identities and observations.
See Table 1 for a concise summary including references to related sequences in the OEIS [OEI22].

Section 4 outlines connections of both kt-Dyck paths and their down-step statistics to another combi-
natorial object used in coding theory — a family of perforation patterns of punctured convolutional codes
— which were originally studied by Bégin [Bég92]. These are binary matrices with a prescribed number
of 1’s and 0’s, and we show that they are bijective to kt-Dyck paths for 0 ≤ t < k (Theorem 15). As a
consequence of this new link between binary matrices and lattice paths, a new interpretation of Catalan
numbers is obtained; see Corollary 16 and Figure 8.

The generating function for the number of down-steps between the r-th and (r + 1)-th up-steps in
kt-Dyck paths can be found in Theorem 25. The asymptotic behavior related to the results in the table
below can be found in a concise format in Section 6. The results are derived from the explicit formulas
determined in Sections 3 and 5.

3 Down-step statistics: A bijective approach
The main result of this section is the recurrence relation for sn,t,r given in (5) together with relevant initial
values given in (3) and (4). This recurrence fully explains the combinatorial structure behind the quantities
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Tab. 1: Summary of explicit formulas for s(k)n,t,r, the total number of down-steps between the r-th and
(r + 1)-th up-steps in kt-Dyck paths of length (k + 1)n, where k, n ≥ 1, 0 ≤ t ≤ k and r are integers.
Restrictions on r are listed in the table.

Theorem 5 (1) and Theorem 21 r = 0
OEIS A001764, A002293, A002294,

A334785–A334787

s
(k)
n,t,0 =

t−1∑
j=0

j + 1

(k + 1)n+ j + 1

(
(k + 1)n+ j + 1

n

)
=

k

n+ 1

(
(k + 1)n

n

)
− k − t
n+ 1

(
(k + 1)n+ t

n

)

Corollary 12 and Corollary 27 0 ≤ r < n
OEIS A007226, A007228, A124724,

A334640–A334651

s
(k)
n,t,r =

k

n+ 1

(
(k + 1)n

n

)
− k − t
n+ 1

(
(k + 1)n+ t

n

)
+

r∑
j=1

t+ 1

(k + 1)j + t+ 1

k

n− j + 1

(
(k + 1)j + t+ 1

j

)(
(k + 1)(n− j)

n− j

)

Corollary 14 1 ≤ r ≤ n OEIS A334976–A334980

s
(k)
n,t,n−r

=
t+ 1

(k + 1)(n+ 1) + t+ 1

(
(k + 1)(n+ 1) + t+ 1

n+ 1

)
− (k + 1)(t+ 1)

(k + 1)n+ t+ 1

(
(k + 1)n+ t+ 1

n

)
−

r∑
j=2

1

j − 1

(
(j − 1)(k + 1)

j

)
t+ 1

(k + 1)(n− j + 1) + t+ 1

(
(k + 1)(n− j + 1) + t+ 1

n− j + 1

)

Proposition 13 and Proposition 18 r = n
OEIS A030983, A334609–A334612,

A334680, A334682, A334719

s
(k)
n,t,n =

t+ 1

(k + 1)(n+ 1) + t+ 1

(
(k + 1)(n+ 1) + t+ 1

n+ 1

)
− (t+ 1)2

(k + 1)n+ t+ 1

(
(k + 1)n+ t+ 1

n

)

https://oeis.org/A001764
https://oeis.org/A002293
https://oeis.org/A002294
https://oeis.org/A334785
https://oeis.org/A334787
https://oeis.org/A007226
https://oeis.org/A007228
https://oeis.org/A124724
https://oeis.org/A334640
https://oeis.org/A334651
https://oeis.org/A334976
https://oeis.org/A334980
https://oeis.org/A030983
https://oeis.org/A334609
https://oeis.org/A334612
https://oeis.org/A334680
https://oeis.org/A334682
https://oeis.org/A334719
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given by sn,t,r.

Theorem 5. Let Cn,j be the generalized Fuss–Catalan numbers from (2), k ≥ 1 and 0 ≤ t ≤ k be fixed
integers, and n ≥ 1 be a positive integer. Then the following statements hold:

1. The total number of down-steps before the first up-step in all kt-Dyck paths of length (k + 1)n is
given by

sn,t,0 =

t−1∑
j=0

Cn,j . (3)

2. The total number of down-steps between the first and second up-steps in all k0-Dyck paths is given
by

sn,0,1 =

k−1∑
j=0

Cn−1,j =
k

n

(
(k + 1)(n− 1)

n− 1

)
. (4)

3. For all positive integers r with 1 ≤ r ≤ n and (t, r) 6= (0, 1), the following recurrence relation(i)

holds:
sn,t,r = sn,t,r−1 + Cr,t(sn−r+1,0,1 − tJr = nK). (5)

We prove all of the statements of this theorem by means of combinatorial arguments such as bijections
and double counting. Additionally, we verify the recurrence relation for small values of n, k, and t in an
associated SageMath [The20] worksheet(ii).

Let r be an integer where 0 ≤ r ≤ n. We introduce r-marked kt-Dyck paths as kt-Dyck paths where
exactly one of the down-steps between the r-th and the (r + 1)-th up-steps is marked. By construction,
the number of r-marked kt-Dyck paths of length (k + 1)n is equal to sn,t,r.

Also, notice that for t = 0 we have sn,0,0 = 0, and (5) does not produce sn,0,1. Therefore for t = 0
initial values sn,0,1 are explicitly given in (4).

Proof of Theorem 5 (1): For t = 0 we have sn,0,0 = 0 since k0-Dyck paths cannot start with a down-step.
Accordingly, the sum in the right-hand side of (3) is empty.

For t > 0, we prove (3) via a cyclic shift argument. Consider a 0-marked kt-Dyck path where the j-th
down-step at the beginning of the path is marked. We cut out the first j down-steps from the beginning of
the path and attach them to the end of the path, removing the marking, and shift the path by j units upwards
(to make it start and end at the x-axis). In this way the kt-Dyck path is transformed to an unmarked
kt−j-Dyck path. Conversely, given a kt−j-Dyck path, the corresponding 0-marked kt-Dyck path can be
constructed by marking the last step (which is always a down-step since j > 0 and t − j < t ≤ k),
removing the final j down-steps, adding them back to the beginning of the path, and relocating the newly
constructed path such that it starts at the origin.

This proves that for t > 0, 0-marked kt-Dyck paths are in bijection with the tuples in ∪1≤j≤t{j} ×
St−j , where j is required to make the union disjoint and to remember the number of steps moved to
the end. Since Sj is enumerated by the generalized Fuss–Catalan number Cn,j (see Proposition 3), this
proves (3).
(i) We use the Iverson bracket popularized in [GKP94, Chapter 2] where JAK = 1 if A is true, and JAK = 0 if A is false.
(ii) The interactive worksheets related to this article can be found at https://gitlab.aau.at/behackl/
kt-dyck-downstep-code.

https://gitlab.aau.at/behackl/kt-dyck-downstep-code
https://gitlab.aau.at/behackl/kt-dyck-downstep-code
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middle segment

Fig. 3: Decomposition of a marked k0-Dyck path: The middle segment corresponds to an elevated k0-
Dyck path.

Within the following proof, we show that the numbers sn,0,1 also enumerate an associated class of
lattice walks which occurs in the proof of the recurrence in (5) (this also explains why these special values
occur prominently in the recurrence relation). This class is introduced in the following definition.

Definition 6 (Elevated k0-Dyck path). An elevated k0-Dyck path is a lattice path consisting of up-steps
(1, k) and down-steps (1,−1), that starts and ends at the line y = j for any integer 0 ≤ j < k, and stays
weakly above the x-axis. The number j is called the elevation of the path.

The following observation relating kt-Dyck paths to elevated k0-Dyck paths is straightforward; never-
theless we choose to state it formally because we will reference it several times later on.

Observation 7. For each 0 ≤ j < k, the vertical shift by j units is a bijection between kj-Dyck paths
and elevated k0-Dyck paths of elevation j. Therefore, the number of elevated k0-Dyck paths of elevation
j is Cn,j (see Proposition 3).

Proof of Theorem 5 (2): The path decomposition illustrated in Figure 3 shows that 1-marked k0-Dyck
paths with n up-steps are in bijection with elevated k0-Dyck paths(iii) with n − 1 up-steps: the middle
segment starting at the end of the marked down-step and reaching until the final return to the same height
is an elevated k0-Dyck path with n− 1 up-steps.

This proves that there are equally many down-steps after the first up-step in all k0-Dyck paths with n
up-steps as elevated k0-Dyck paths with n− 1 up-steps. By Observation 7 and summing over all possible
elevations 0 ≤ j < k, this number is

∑k−1
j=0 Cn,j . Moreover, it was proved by Gu, Prodinger, and Wagner

in [GPW10, Section 3] that the number of elevated k0-Dyck paths with n − 1 up-steps and elevation j
with 0 ≤ j < k is

k

n

(
(k + 1)(n− 1)

n− 1

)
, (6)

which is equal to the expression on the right-hand side of (4). This completes the proof.

The introduction of elevated k0-Dyck paths together with the bijection constructed in the previous proof
allows us to extend the statement in Theorem 5 (2).
(iii) Observe that as an elevated path with elevation j starts at (0, j), the elevation is inherently stored within the path itself. This is

in contrast to the paths from Sj discussed in part (1) where we formally needed to construct a tuple storing the number of shifted
steps j to make the union over several path classes St−j disjoint.
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Corollary 8. Let k ≥ 1 be a fixed integer, and let n ≥ 1 be a positive integer. Then sn,0,1 =
k
n

(
(k+1)(n−1)

n−1
)

enumerates 1-marked k0-Dyck paths with n up-steps. Furthermore, these paths are in
bijection with elevated k0-Dyck paths with n− 1 up-steps.

Remark 2. Notice that our reasoning contains a bijective proof of the nice summation formula

k−1∑
j=0

Cn,j =

k−1∑
j=0

j + 1

(k + 1)n+ j + 1

(
(k + 1)n+ j + 1

n

)
=

k

n+ 1

(
(k + 1)n

n

)
. (7)

As can be expected from its simple form, this identity is well-known and can also be proved using alge-
braic techniques. For some fixed values of k and n, these numbers can be found in OEIS entries A007226,
A007228, A124724.

Moreover, in the formula sn,t,0 =
∑t−1
j=0 Cn,j we have a partial sum of sn+1,0,1 =

∑k−1
j=0 Cn,j . In

the special case t = k this yields sn,k,0 = sn+1,0,1. In Proposition 11 we return to and generalize this
equality, and provide a bijective proof.

Now that we have proved the initial values of sn,t,r, we proceed with the proof of the recurrence.

Proof of Theorem 5 (3): As before, we represent the left-hand side of (5), sn,t,r, by the number of r-
marked kt-Dyck paths of length (k+1)n (consisting of n up-steps). In Claims 9 and 10 we prove that the
right-hand side of (5) is also equal to sn,t,r, with each summand counting paths whose marked step ends
in a specified height interval.

Claim 9. The term sn,t,r−1 enumerates r-marked kt-Dyck paths where the marked step ends on height h
where h ≥ k − t.

Proof: We construct a bijection that maps (r − 1)-marked kt-Dyck paths to r-marked kt-Dyck paths
where the marked down-step ends at a height of at least k− t. We do this by shifting the (r−1)-th up-step
so that it becomes the r-th one. Effectively, this moves a peak(iv) in the path to another position, thus we
will refer to the procedure as the “peak shift” bijection.

Consider any (r − 1)-marked kt-Dyck path. Let h be the height on which the last down-step between
the (r−1)-th and the r-th up-steps ends, then traverse the path from the end of this last downstep towards
the beginning. The traversal ends if

• we reach a height of h or below again (as in Figure 4a), or

• we reach the beginning of the path without doing so (as in Figure 4b).

In the second case, prepend the r-th up-step to the beginning of the traversed segment. This ensures
that the traversed segment starts at a lower or equal height compared to its end.

The path is then transformed by removing the traversed segment and inserting it at the rightmost posi-
tion located above height k − t after the former r-th up-step and before the (r + 1)-th up-step (should it
exist). This results in an r-marked path, with the marked step guaranteed to end above or at height k − t.

This transformation can always be reversed: consider an r-marked kt-Dyck path whose marked down-
step ends on a height of at least k − t. By construction, in the maximal consecutive sequence of down-
steps which contains the marked down-step, all steps ending at a height of at least k − t must have been

(iv) A peak in a kt-Dyck path is an up-step followed by a down-step.

https://oeis.org/A007226
https://oeis.org/A007228
https://oeis.org/A124724
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traversed segment

inserted segment

(a) The ending height of the down-step sequence containing the
marked down-step is reached earlier in the path.

traversed segment

inserted segment

(b) The ending height of the down-step sequence containing the
marked down-step is not reached earlier in the path; the traversed
segment extends until the beginning of the path. The dashed arrow
represents the “borrowed” up-step.

Fig. 4: Two examples of the “peak shift” bijection mapping (r−1)-marked paths to r-marked paths whose
marked step ends on height k− t or above. The parameters in the illustrations correspond to k = 2, t = 1,
and n = r = 3.

included in the relocated traversed segment; let h be this height. Start at the down-step ending at height h
and traverse the path towards the beginning until you reach height h (or below) again.

If the traversed segment spans until the beginning of the path, or if there are no further up-steps before
the traversed segment, then this instance corresponds to the second case — otherwise it corresponds to
the first case. Then, the transformation can be reversed by relocating the traversed segment (and for the
second case additionally adjusting the initial up-step).

This establishes that the transformation is indeed a bijection, and thus proves the claim.

Claim 10. The term Cr,t(sn−r+1,0,1 − tJr = nK) enumerates r-marked kt-Dyck paths where the marked
step ends on height h where −t ≤ h < k − t.

Proof: We use a similar “middle segment”-decomposition as in the proof of Theorem 5 (2).
Let us first consider the case of r < n. If the marked step ends above or on the x-axis, we decompose

the path into a “middle segment” starting after the marked down-step (which means it has a height between
0 and k − t − 1) and ending with the final return to the same height it started at. If the marked step ends
below the x-axis, the middle segment extends until the end of the path. To have the segment end on
the same height it starts at in both cases, we remove the down-steps from the x-axis until the start of
the middle segment and attach them again at the end of the middle segment. This middle segment is an
elevated k0-Dyck path with n − r > 0 up-steps which has been shifted downwards by t units, which is
visualized in Figure 5. By Corollary 8, the number of such paths is sn−r+1,0,1. Now consider the path
obtained after removing the middle segment: it is precisely a kt-Dyck path with r up-steps, and there
are Cr,t such paths. Note that we can ignore the marking because its location is already encoded by the
elevation of the middle segment.
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For the case of r = nwe can use the same decomposition — however, in this case the “middle segment”
is empty. There are s1,0,1 = k such paths (the empty path with different elevations) in total, but as the
final sequence of down-steps in the original path ends at height y = 0, the shifted elevated paths with
elevation 0, 1, . . . , t − 1 cannot occur — which is why these t paths have to be excluded. This explains
the occurrence of the Iverson bracket in (5).

middle segment

Fig. 5: Illustration of the “middle segment” (an elevated 30-Dyck path of elevation 2) in a 2-marked
31-Dyck path. Removing the segment yields a 31-Dyck path with 2 up-steps. The marked step can be
identified uniquely from the elevation of the middle segment, which allows us to forget the marking.

By following the steps above in reverse order, the original path can be reconstructed and so the decom-
position is a bijection between an r-marked kt-Dyck path and both a shorter kt-Dyck path and an elevated
k0-Dyck path. This proves the claim.

Now, with the statements of Claims 9 and 10 we see that the right-hand side of (5) enumerates all
r-marked kt-Dyck paths — as does the corresponding left-hand side. This proves the recurrence and
completes the proof of Theorem 5.

Remark 3. As mentioned in Remark 1, Theorem 5 is not valid for t > k. This is because for t > k the
combinatorial structure of these paths changes: it is no longer guaranteed that the path is on or above the
x-axis after an up-step. For the same reason, the formula from Proposition 3 is invalid for t > k. In this
case, kt-Dyck paths are not enumerated by generalized Fuss–Catalan numbers, but rather by weighted
sums thereof (see [Pro19] for details).

There is more about the case of t = k that is worth mentioning from a combinatorial point of view.

Remark 4. Observe that for t = k and r = n, the recurrence (5) degenerates to sn,k,n = sn,k,n−1.
Combinatorially, this happens because the summand treated by Claim 10 corresponds to the number of
down-steps before the last return to the axis that are at the same time located below the axis — which is
not possible. This formula also has a bijective interpretation: observe that if one exchanges the down-steps
before and after the last up-step in a kk-Dyck paths, another valid kk-Dyck path is obtained.

The cases t = 0 and t = k are inherently linked, as the next proposition shows.

Proposition 11. Let n ≥ 1. Then the relation sn+1,0,r+1 = sn,k,r holds for all integers r with 0 ≤ r < n,
and for r = n we have sn+1,0,n+1 = sn,k,n + kCn,k.

Proof: Let 0 ≤ r ≤ n. Notice that if we take a kk-Dyck path of length (k+1)n, add a new up-step to the
beginning and k down-steps to the end, the result is a k0-Dyck path of length (k + 1)(n+ 1). Removing
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the initial up-step and the final k down-steps from a k0-Dyck path reverses this construction and yields a
kk-Dyck path, thus forming a bijection.

This bijection transforms the r-th up-step in a kk-Dyck path to the (r + 1)-th up-step in the resulting
k0-Dyck path, which directly proves sn+1,0,r+1 = sn,k,r for 0 ≤ r < n. For r = n, the additional
summand kCn,k reflects the fact that k additional down-steps are appended to the end of every kk-Dyck
path.

With the recurrence from Theorem 5 we can find an explicit summation formula for sn,t,r.

Corollary 12. For positive integers k and n, and integers r and t with 0 ≤ r < n and 0 ≤ t ≤ k, the
number of down-steps between the r-th and (r + 1)-th up-steps in kt-Dyck paths of length (k + 1)n can
be expressed explicitly as

sn,t,r =

t−1∑
j=0

Cn,j +

r∑
j=1

Cj,tsn−j+1,0,1. (8)

The above expression can be found in terms of binomial coefficients in Table 1. These sequences for
small cases of k and t have been added to the OEIS, see entries A007226, A007228, A124724, A334640–
A334651.

Observe that for easier reading, we restricted ourselves to the case of r < n. A similar explicit formula
can also be given for r = n. However, we can find a better formula for this boundary case via a different
combinatorial argument.

Proposition 13. The number of down-steps following the last up-step in kt-Dyck paths satisfies

sn,t,n = Cn+1,t − (t+ 1)Cn,t (9)

for n ≥ 1, with initial value s0,t,0 = 1.

Proof: Consider the rearranged form

Cn+1,t = (t+ 1)Cn,t + sn,t,n. (10)

The left-hand side of (10) enumerates kt-Dyck paths with n+1 up-steps. We claim that the right-hand
side does the same, where the summands correspond to different ways of expanding a kt-Dyck path with
n up-steps by one additional up-step.

In particular, the quantity sn,t,n enumerates n-marked kt-Dyck paths with n up-steps. Such a path can
be extended by replacing the marked down-step by an up-step, and adding k + 1 down-steps after it.

The longer paths that cannot be constructed in this way are those where the (n+1)-th up-step starts on
height h with −t ≤ h ≤ 0. However, we are able to construct them by starting with an arbitrary kt-Dyck
path with n up-steps (enumerated by Cn,t), appending between 0 and t down-steps to the end of the path
(which gives t + 1 possibilities) followed by the (n + 1)-th up-step and sufficiently many down-steps to
make it a kt-Dyck path again.

This proves (10), and thus (9).

Finally, we combine Proposition 13 with Theorem 5 (2, 3) to obtain another formula for sn,t,n−r.

https://oeis.org/A007226
https://oeis.org/A007228
https://oeis.org/A124724
https://oeis.org/A334640
https://oeis.org/A334651


Down-steps in generalized Dyck paths 13

Corollary 14. For 1 ≤ r ≤ n we have

sn,t,n−r = Cn+1,t − (k + 1)Cn,t −
r∑
j=2

1

j − 1

(
(j − 1)(k + 1)

j

)
Cn−j+1,t. (11)

Proof: For r = 1, we can combine the expressions in (4), (5), and (9) to obtain

sn,t,n−1 = sn,t,n − (s1,0,1 − t)Cn,t = Cn+1,t − (t+ 1)Cn,t − (k − t)Cn,t = Cn+1,t − (k + 1)Cn,t.

Similarly, when r > 1 we can use induction to obtain

sn,t,n−r = sn,t,n−(r−1) − sr,0,1Cn−(r−1),t = Cn+1,t − (k + 1)Cn,t−

−
r−1∑
j=2

1

j − 1

(
(j − 1)(k + 1)

j

)
Cn−j+1,t −

1

r − 1

(
(r − 1)(k + 1)

r

)
Cn−(r−1),t,

where we use the identity 1
b+1

(
a
b

)
= 1

a−b
(
a
b+1

)
for positive integers a > b. This yields (11).

Asymptotic investigations into the quantities discussed in this section will be conducted in Section 6.

4 A connection to coding theory: Binary matrices and punctured
codes

In this section we point out a surprising link between the down-step parameter sn,t,r, and punctured
convolutional codes which are an important concept in coding theory.

4.1 Perforation patterns of punctured convolutional codes
Error correcting codes are a tool for adding redundancy to (binary) data before transmitting it via some
channel that may introduce transmission errors. There are two large families of codes: block codes, which
map a fixed number of input bits to their respective encoding; and convolutional codes, which process an
input stream by producing an output for overlapping input blocks (these “windows” move one bit at a
time). See [JZ99] for more basic details on error correcting codes.

INPUT:

OUTPUT:

a1 a2 · · · a` a`+1 a`+2 · · ·

b11 · · · bk1 b12 · · · bk2

sliding “window”

Fig. 6: Diagram of the input-output process of convolutional codes: input bits a1a2 . . . a` produce output
bits b11b21 . . . bk1.

Comparing these two basic code design concepts under the assumption that both codes produce a sim-
ilar number of redundancy bits per block, convolutional codes will be much longer and contain more
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redundancy. This is because the input blocks overlap, and thus each bit is used multiple times when
creating the output.

This is why for convolutional codes, the idea of simply deleting some of the output bits (in a systematic
way) is very practical (see [JZ99, Chapter 4.1]) as many error correction and performance properties are
preserved, and yet the code is made more efficient. Let k, n, r ∈ N. We refer to convolutional codes that
generate k output bits per input window as (k, 1) convolutional codes. By collecting n successive input
blocks, encoding them to obtain kn output bits and deciding for all 1 ≤ i ≤ k and 1 ≤ j ≤ n whether the
i-th bit resulting from the j-th input window should be kept or deleted, a punctured (r, n) convolutional
code is created. Here, r refers to the number of output bits that are selected to remain, and n indicates the
number of input windows.

The systematic way of choosing the bits that are kept and form a punctured (r, n) convolutional code
can be represented by a binary k × n matrix

P = (pij)1≤i≤k
1≤j≤n

where pij =

{
1 if i-th output bit of j-th block is kept,
0 otherwise,

that has exactly r entries that are 1. This matrix is called the perforation pattern of the code.
As an example, consider the perforation pattern1 0 0 1

0 1 0 0
1 0 1 1

 .

When applied to a (3, 1) convolutional code, a punctured (6, 4) code is created which assembles its output
by deleting the second bit in the first output block, the first and third bit from the second block, the first
two bits from the third block, and the second bit from the fourth block. Considering output similar to
that in Figure 6, the output b11b21b31b12b22b32b13b23b33b14b24b34 would be ‘punctured’ to form the new
output b11b31b22b33b14b34.

In [BH89] two perforation patterns are considered to be equivalent if they can be obtained from each
other by a cyclic permutation of columns, inducing an equivalence relation on the set of perforation
patterns (and therefore also on the corresponding binary matrices). This is because two different punctured
codes that are constructed from a given convolutional code by applying equivalent perforation patterns
have exactly the same distance properties, and thus the same error correction capabilities.

The OEIS [OEI22] contains several sequences concerned with the enumeration of non-equivalent per-
foration patterns of punctured convolutional codes, namely A007223–A007229. According to these
OEIS entries, the corresponding sequences were investigated by Bégin and presented at a conference
in 1992 [Bég92], but not published otherwise.

Note once again, the objects of interest — non-equivalent punctured convolutional codes — can be
described by equivalence classes of binary matrices. With the coding theoretic background in mind, we
take a closer look at these matrices to find the connection between them and our down-step parameter.

4.2 Equivalence classes of binary matrices
In this section we construct a bijection between elevated k0-Dyck paths (Definition 6) with n up-steps
and {0, 1}-matrices of dimension (k + 1) × n with precisely n + 1 many 1’s, considered up to cyclic

https://oeis.org/A007223
https://oeis.org/A007229
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permutation of columns. This will imply that 1
n

(
(k+1)n
n+1

)
enumerates(v) these paths. Therefore we re-

establish the formula (6) due to [GPW10], while contributing a simple combinatorial interpretation of the
factor 1

n in the first formula. For the codes, it follows that for each fixed k, the sequence (s
(k)
n,0,1)n≥1

(Corollary 8) enumerates perforation patterns for punctured convolutional (n+1, n) codes: see A007226
for k = 2, A007228 for k = 3, A124724 for k = 4; these sequences are also columns of the rectangular
array A241262. As a by-product, we obtain a new result in the spirit of the Cycle Lemma, and a new
structure enumerated by Catalan numbers (see details below).

We introduce the following notions.

• Let Ekn be the family of elevated k0-Dyck paths with n up-steps and kn down-steps.

• LetMk
n be the family of {0, 1}-matrices of order (k+1)×n with n+1 many 1’s and kn−1 many

0’s.

• We say that two matrices in Mk
n are CPC-equivalent if they can be obtained from each other by

a cyclic permutation of columns (it is easy to see that this is indeed an equivalence relation). For
example, the matrices

(
1 0 1
1 1 0

)
,
(
0 1 1
1 0 1

)
,
(
1 1 0
0 1 1

)
are CPC-equivalent inM1

3.

• LetMk

n be the quotient set ofMk
n with respect to the CPC equivalence relation.

Theorem 15. For each k ≥ 1, n ≥ 1 we have∣∣Ekn∣∣ = 1

n

(
(k + 1)n

n+ 1

)
. (12)

Proof: The proof consists of two parts: First, we show that
∣∣Mk

n

∣∣ = 1
n

(
(k+1)n
n+1

)
; and then we construct a

bijection betweenMk

n and Ekn .
To begin with, we clearly have

∣∣Mk
n

∣∣ = ((k+1)n
n+1

)
. Since in a matrix A ∈Mk

n we have n+ 1 many 1’s
distributed over n columns, it is not possible that a non-trivial cyclic permutation of the columns ofA will
yield A itself. (Indeed, if d is the smallest positive number such that cyclic shifting of A by d columns
yields A, then A splits into c = n/d identical blocks, and we have c | n; but considering the number of
1’s in each block we also have c | n + 1, which necessarily yields c = 1 and d = n.) Therefore each
equivalence class consists of precisely n matrices, and we have

∣∣Mk

n

∣∣ = 1
n

(
(k+1)n
n+1

)
.

Next, we consider two mappings, f and g, fromMk
n to the set of lattice paths with up-steps (1, k) and

down-steps (1,−1): a specialization of the latter one will yield the desired bijection betweenMk

n and Ekn .
For A ∈Mk

n, we define f(A) and g(A) as follows:

• Read the entries of A column by column (read each column from top to bottom, and the columns
from left to right). Starting at (0, k), draw an up-step for each 1 entry, a down-step for each 0 entry.
This yields a path from (0, k) to ((k + 1)n, 2k + 1): we denote this path by f(A).

• In f(A), replace the first up-step by a down-step. The part of the path to the left of this step does
not change, and the part to the right of this step is accordingly translated k + 1 units downwards.
At this point we obtain a path from (0, k) to ((k + 1)n, k).

(v) Observe that this is compatible with Corollary 8 as 1
n

((k+1)n
n+1

)
= k

n+1

((k+1)n
n

)
.

https://oeis.org/A007226
https://oeis.org/A007228
https://oeis.org/A124724
https://oeis.org/A241262
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0 1 0 0
0 0 1 0
1 0 0 0
0 0 1 1




0 0 0 1
1 0 0 0
0 0 1 0
1 1 0 0



A

f(A) g(A)

A′

f(A′) g(A′)

k + 1 k + 1

k + 1 k + 1

k + 1 k + 1

k + 1 k + 1

Fig. 7: An illustration to the proof of Theorem 15. The mappings f and g from matrices to paths are
defined in the proof. The matrices A and A′ are CPC-equivalent. A′ is valid, hence g(A′) is an elevated
k0-Dyck path.

• Shift this path to the left so that the right endpoint of the modified down-step will lie on the y-
axis. Finally, remove the part of the path to the left of the y-axis, and attach it to the right of the
remaining path. This yields a path from (0, j) to ((k+ 1)n, j) for some j ≤ k− 1: we denote this
path by g(A).

See Figure 7 for two examples.
For α = 1, 2, . . . , n + 1, we call a node in f(A) (or in g(A)) with x-coordinate (α − 1)(k + 1) the

α-th principal node: these nodes are marked in the figure. Notice that the mapping f preserves the cyclic
structure of the matrix, in the following sense. If A′ is obtained from A by the cyclic permutation of
columns such that the α-th column of A is the first column of A′, then one obtains f(A′) from f(A)
by cutting f(A) at the α-th principal node, exchanging the left and the right parts and joining them, and
positioning the path so that its starting point is again (0, k). This is also illustrated in Figure 7.

It follows directly from the definitions of f and g that these mappings are injective. By definition, g(A)
is a path from (0, j) to ((k+1)n, j) for some j ≤ k− 1. However it is not always the case that g(A) lies
(weakly) above the x-axis (in fact, j can even be negative). We say that B ∈ Mk

n is valid if g(B) is an
elevated k0-Dyck path (g(B) ∈ Ekn). We will prove that each CPC-equivalence class inMk

n has a unique
valid representative. In other words: for each A ∈ Mk

n there is a unique valid B obtained from A by a
(possibly trivial) cyclic permutation of columns.

First we notice that B ∈ Mk
n is valid if and only if f(B) is weakly above the line y = k + 1 after its
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first up-step. Moreover, each principal node of f(B) has y-coordinate of the form β(k + 1)− 1, and this
implies one more equivalent condition: B ∈ Mk

n is valid if and only if all the principal nodes of f(B)
(except for the starting point of the path) have y-coordinates of the form β(k + 1)− 1 with β ≥ 2.

Let A ∈ Mk
n. Let β0 be the smallest number such that some principal node (including the starting

point) of f(A) has y-coordinate β0(k + 1)− 1. Next, let

α0 = max
{
α :
(
(α− 1)(k + 1), β0(k + 1)− 1

)
is a principal node

}
,

and then consider A′ to be the matrix that is CPC-equivalent to A where the α0-th column of A is the
first column of A′. As a consequence, all the principal nodes in f(A′) except for the starting point have
y-coordinates of the form β(k + 1)− 1 with β ≥ 2. Therefore A′ is a valid matrix.

It is also easy to show that in each CPC-equivalence class there is at most one valid matrix. Indeed,
assume that A is valid. Then all the principal nodes of f(A) (except for the starting point) have y-
coordinates of the form β(k+1)−1 with β ≥ 2. If some non-trivial shift of A is also valid, then, starting
at some α < n + 1, all the principal nodes have y-coordinates of the form β(k + 1) − 1 with β ≥ 3.
However, this contradicts the fact that f(A) ends at ((k + 1)n, 2k + 1).

Finally, we can reverse the process by taking P ∈ Ekn , cutting it at the point with y-coordinate k which
lies at the last string of down-steps, modify/reconnect pieces accordingly, and read out the matrix. Such
a cutting point (it is shown by blue colour in Figure 7) always exists, and it is not the end-point of the
path: this follows from the fact that P terminates at height j, where 0 ≤ j ≤ k − 1, and that the last
string of down-steps in P starts at height at least k. Thus we have a bijection between the set of valid
matrices inMk

n and Ekn . This shows that each CPC-equivalence class contains exactly one valid matrix,
and completes the proof.

Remark 5. (a) The claim that each CPC-equivalence class contains precisely one valid matrix is a Cycle
Lemma-type result. The classical Cycle Lemma [DM47] determines bounds on the number N of
those cyclic permutations of a given {0, 1}-sequence that satisfy the property: In each prefix, we
have #1 − α · #0 > 0 (or #1 − α · #0 ≥ 0) for a fixed number α, where #0 and #1 denote the
number of zeros and ones in the prefix, respectively. It is possible to interpret such results in terms of
lattice paths, where the inequality translates to some version of non-negativity of a path. In our case
the condition is that the sequence (extracted from A column-by-column) is such that in each prefix
that contains at least one 1, we have k + (k · #1 − #0) ≥ k + 1 (see Figure 7), or, equivalently,
k ·#1−#0 > 0. So, if we have a sequence of n+ 1 many 1’s and kn− 1 many 0’s, and partition it
into n consecutive blocks of k+1 entries, then there is precisely one cyclic permutation of the blocks
that satisfies the property above. To summarize, the difference between our result and the classical
Cycle Lemma is that in our case (1) the property holds with delay (meaning that the prefix has to
contain at least one 1), and (2) we cyclically permute blocks.

(b) Recall that for the number of elevated k0-Dyck paths we also have the formula
∑k−1
j=0 Cn,j , where

Cn,j enumerates elevated k0-Dyck paths of elevation j (0 ≤ j ≤ k − 1), or equivalently, kj-Dyck
paths (see Corollary 8). In our bijection between elevated k0-Dyck paths and valid binary matrices,
the elevation of a path corresponds to k minus the position of the first 1 in the matrix (converting it
into a sequence as above). This yields a formula for valid matrices with fixed position of the first 1.

(c) For k = 1, the CPC-equivalence classes are in bijection with paths from E1n, which are just classical
Dyck paths of length 2n, and, thus, enumerated by Catalan numbers (see A000108 in the OEIS). This

https://oeis.org/A000108
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means that we have found yet another combinatorial family enumerated by Catalan numbers. To the
best of our knowledge, this interpretation has not been mentioned before in literature.

Corollary 16 (New interpretation of Catalan numbers). The family of equivalence classes of binary
2× n-matrices with n+1 many 1’s, where two matrices are equivalent if they can be obtained from each
other by a cyclic permutation of columns, is enumerated by the n-th Catalan number Cn.

The bijection between Dyck paths with n up-steps and valid matrices inM1
n can even be described in

a simplified form. Given a Dyck path of length 2n, the associated valid 2 × n matrix is constructed as
follows: first, put a 1 in the first row and first column. The remaining entries are filled column-by-column,
from top to bottom by reading the Dyck path from left to right and putting a 1 for an up-step, and a 0 for
a down-step. The last step of the path is ignored. See Figure 8 for an illustration.

(
1 1 0
1 1 0

) (
1 1 1
1 0 0

) (
1 1 0
1 0 1

) (
1 0 1
1 1 0

) (
1 0 0
1 1 1

)
Fig. 8: The C3 = 5 Dyck-paths with 3 up-steps, each with their associated valid matrix fromM1

3.

The above investigations were for the case where we have precisely n + 1 many 1’s in the binary
matrices. However, we can also handle the case where we have an arbitrary number of 1’s in the matrix
by making use of the Pólya theory framework (see [Pól37] for Pólya’s original work and [FS09, Remark
I.60] for a useful statement in terms of generating functions and combinatorial classes). This has also
been observed in [Bég92].

Proposition 17. Let k, n ∈ N be fixed positive integers and let z be a symbolic variable. Then with ϕ as
Euler’s totient function, the generating polynomial

Mk,n(z) =
1

n

∑
d|n

ϕ(d)(1 + zd)(k+1)n/d (13)

enumerates all equivalence classes of (k+ 1)× n binary matrices under the CPC-equivalence where the
power of z corresponds to the number of 1’s.

Proof: Let x1, . . . , xn be symbolic variables. It is a well-known fact [FS09, Remark I.60] that the cycle
index of the group of cyclic permutations of length n is given by

Z(x1, x2, . . . , xn) =
1

n

∑
d|n

ϕ(d)x
n/d
d . (14)

The Pólya–Redfield theorem assumes the following setting: We consider a family of combinatorial objects
(binary matrices of dimension (k + 1) × n) that are constructed from n other “building blocks” (the
columns of the binary matrices). We wish to enumerate the composed objects, given that two of them
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are considered to be the same if their building blocks are a cyclic shift of each other. Then, the theorem
asserts that the generating function enumerating the composed objects is given by

Z(B(z), B(z2), . . . , B(zn)),

where B(z) is the generating function enumerating the “building block” objects.
Translating this to our setting we find that the (k + 1) × 1 binary columns are enumerated by B(z) =

(1 + z)k+1 (as for every entry we can either choose 1, which contributes z, or we can choose 0, which
contributes z0 = 1). Thus, applying the Pólya–Redfield theorem to this situation yields (13).

From this enumerating polynomial, formulas for the number of equivalence classes with an arbitrary
number of 1’s can be derived by extracting the coefficient of the corresponding monomial.

5 Down-step statistics: A generating function approach
In this section we will consider the symbolic decomposition of kt-Dyck paths, making use of the symbolic
method (see [FS09, Chapter I.1]). From this, we then calculate down-step statistics using bivariate gener-
ating functions with the variables x and u to count the number of up-steps and the number of down-steps,
respectively.

Recall that the definition of St, the class of kt-Dyck paths, is given in Definition 2. Let k ≥ 2 and
0 ≤ t ≤ k. The symbolic decomposition of kt-Dyck paths is given by

St = ε+

t∑
i=0

(
{ }i × { } × Sk−1−i × { }k−i × St

)
, (15)

where represents a (1,−1) step, represents a (1, k) step, ε represents the empty path, and by convention
we set S−1 = ε. This is obtained via a first return decomposition (with the return being to y = 0) of the
path, and illustrated in Figure 9. Here we have i down-steps, where 0 ≤ i ≤ t, followed by an up-step,
bringing the height to k − i. In order to not introduce any returns in this part of the path, we have an
arbitrary kk−i−1-Dyck path, again ending at a height of k − i. Finally, we introduce the first return to
y = 0 of the path with k − i down-steps, and the remainder of the path is an arbitrary kt-Dyck path.

...

...

• •

•0
1

k − i

−i
Sk−i−1

St

Fig. 9: The symbolic decomposition of a kt-Dyck path for fixed i.

Remark 6. Note that this decomposition does not work for t > k, as for k < i ≤ t one up-step (1, k)
would not be enough to return to or above the x-axis, and thus a decomposition based on the first return
to the x-axis would be much more involved, as has been outlined in [Pro19].
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This translates into the following system of functional equations for 0 ≤ t ≤ k, where St(x) is the
generating function for kt-Dyck paths with x counting the number of up-steps,

St(x) = 1 + xSt(x)

t∑
i=0

Sk−i−1(x) and S−1(x) = 1.

With the substitution as used in [Ges16, Section 3.3] to deal with the Fuss–Catalan family,

x = z(1− z)k (16)

we can show (see [Sel19, Chapter 6]) that the generating function for kt-Dyck paths simplifies to the
expression St(x) = (1 − z)−t−1. Throughout this section this substitution will be used to simplify
expressions and thus extract coefficients in an easier manner.

5.1 The number of down-steps at the end of kt-Dyck paths
Before calculating down-step statistics generally, we first consider a special case which will be used in
all other calculations of the total number of down-steps: the total number of down-steps at the end of all
kt-Dyck paths of a given length.

Proposition 18. The total number of down-steps at the end of all kt-Dyck paths of length (k + 1)n is
equal to

sn,t,n =
t+ 1

n+ 1

(
(k + 1)(n+ 1) + t

n

)
− (t+ 1)2

n

(
(k + 1)n+ t

n− 1

)
,

where sn,t,r is used as in Definition 4.

Note that these numbers are, as expected, the same as those of (9) in Proposition 13, however, using this
generating function approach allows us to later obtain the variance — a statistic which is more difficult to
obtain via the bijective approach. Interestingly, the only pre-existing combinatorial interpretation of these
numbers, related to non-crossing trees, occurred for k = 2 and t = 1 as entry A030983 in the OEIS. We
have added entries for additional parameter combinations as A334609–A334612, A334680, A334682,
A334719.

Before proving this, we will prove a lemma that will be used to extract coefficients from generating
functions under the substitution x = z(1 − z)k. This will be done to prevent repetition of very similar
calculations.

Lemma 19. For integers n, k, t, a, b, c, and d, we have

[xn]
1

za(1− z)bk+ct+d
=
k(b− a) + ct+ d

n+ a

(
(k + 1)n+ kb+ ct+ d+ a− 1

n+ a− 1

)
.

Proof: We will extract coefficients by means of Cauchy’s integral formula (see [FS09, Theorem IV.4]).
Let γ be a small contour that winds around the origin once, and let γ̃ be the image of γ under the substi-
tution x := z(1− z)k from (16). Then

[xn]
1

za(1− z)bk+ct+d
=

1

2πi

∮
γ

1

za(1− z)bk+ct+d
1

xn+1
dx

https://oeis.org/A030983
https://oeis.org/A334609
https://oeis.org/A334612
https://oeis.org/A334680
https://oeis.org/A334682
https://oeis.org/A334719
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=
1

2πi

∮
γ̃

1
za(1−z)bk+ct+d

(z(1− z)k)n+1
(1− (k + 1)z)(1− z)k−1 dz

=
1

2πi

∮
γ̃

1

zn+a+1(1− z)k(n+b)+ct+d+1
dz

− k + 1

2πi

∮
γ̃

1

zn+a(1− z)k(n+b)+ct+d+1
dz

= [zn+a]
1

(1− z)k(n+b)+ct+d+1
− (k + 1)[zn+a−1]

1

(1− z)k(n+b)+ct+d+1

=
k(b− a) + ct+ d

n+ a

(
(k + 1)n+ kb+ ct+ d+ a− 1

n+ a− 1

)
.

Proof of Proposition 18: We use u to count the number of down-steps after the last up-step, and x to
count the number of up-steps in the paths. With Figure 9 as reference: if the final kt-Dyck path (denoted
by St in Figure 9) is empty, then the contribution to the sequence of down-steps at the end of the path
comes from the k − i down-steps as well as the final down-steps from the kk−i−1-Dyck path. Otherwise,
just the final down-steps of the kt-Dyck path contribute towards the total number of down-steps. For
0 ≤ t ≤ k this leads to the system S−1(x, u) = 1 and

St(x, u) = 1 + x

t∑
i=0

Sk−i−1(x, u)u
k−i + x

t∑
i=0

Sk−i−1(x, 1)(St(x, u)− 1), (17)

where Sk−i−1(x, 1) = (1−z)−k+i. We use the notation ∂u to represent the partial derivative with respect
to u. Differentiating with respect to u, setting u = 1, and substituting x = z(1− z)k gives

∂uSt(x, u)
∣∣
u=1

= z(1− z)k
t∑
i=0

∂uSk−i−1(x, u)
∣∣
u=1
− (k − t)(1− z)t+1 + k + 1

− 1

z
+

(1− z)t+1

z
+ ∂uSt(x, u)

∣∣
u=1

(1− (1− z)t+1).

Collecting the ∂uSt(x, u)
∣∣
u=1

terms on the left-hand side, we obtain(vi)

∂uSt(x, u)
∣∣
u=1

=
z

(1− z)t−k+1

t∑
i=0

∂uSk−i−1(x, u)
∣∣
u=1
−k+t+ k + 1

(1− z)t+1
− 1− (1− z)t+1

z(1− z)t+1
. (18)

It can be proved by induction on t and substitution into the above equation that the generating function
for the total number of down-steps at the end of a kt-Dyck path is given by

∂uSt(x, u)
∣∣
u=1

= − t+ 1

(1− z)t+1
+

1

z(1− z)k+t+1
− 1

z(1− z)k
.

(vi) For specific values these computations are carried out in the interactive SageMath worksheet at https://gitlab.aau.at/
behackl/kt-dyck-downstep-code.

https://gitlab.aau.at/behackl/kt-dyck-downstep-code
https://gitlab.aau.at/behackl/kt-dyck-downstep-code
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Uniqueness of this solution can be shown using bootstrapping. Since everything on the right-hand side
in (18) except for the sum of partial derivatives can be expanded in terms of z, using the initial estimate
∂uSt(x, u)

∣∣
u=1

= O(z) and expanding leads to the new estimate

∂uSt(x, u)
∣∣
u=1

= (k + 1)(t+ 1)z +
(t+ 1)t

2
z − (t+ 1)2z +O(z2),

and this can be continued indefinitely. Throughout this section there will be several expressions which can
be verified to be a solution to a given functional equation, and with similar bootstrapping the uniqueness
can be shown. Finally, applying Lemma 19 for each of the terms in the generating function, we obtain

[xn]
1

(1− z)t+1
=
t+ 1

n

(
(k + 1)n+ t

n− 1

)
; [xn]

1

z(1− z)k+t+1
=
t+ 1

n+ 1

(
(k + 1)(n+ 1) + t

n

)
,

from which the result follows. Note that we do not need to compute coefficients of 1/z(1 − z)k nor
the positive integer powers of this term, since these are equal to 1/x and powers thereof and thus do not
contribute to the coefficients.

Proposition 20. The coefficients of the second derivative of St(x, u) with respect to u at u = 1 are given
by

[xn]∂2uSt(x, u)
∣∣∣
u=1

=
2(t+ 1)

n+ 2

(
(k + 1)(n+ 2) + t

n+ 1

)
+

(t+ 1)2(t+ 2)

n

(
(k + 1)n+ t

n− 1

)
− 2(t+ k + 2)(t+ 1)

n+ 1

(
(k + 1)(n+ 1) + t

n

)
.

The proof of the above proposition can be found in Appendix A.

5.2 The number of down-steps between pairs of up-steps

Here we again use the parameter u to count the number of down-steps in between pairs of up-steps. Let
St,r(x, u) be the bivariate generating function for the number of down-steps between the r-th and the
(r+1)-th up-steps, or in the case where an (r+1)-th up-step does not exist, after the r-th up-step. Using
this we can easily set up a system of functional equations using (15) to determine St,r(x, u). The case
where r = 0 is given by S−1,0(x, u) = 1 and

St,0(x, u) = 1 + xSt(x, 1)

t∑
i=0

uiSk−i−1(x, 1). (19)

Theorem 21. Let n ≥ 1. The total number of down-steps before the first up-step in kt-Dyck paths of
length (k + 1)n is given by

sn,t,0 =
k

n+ 1

(
(k + 1)n

n

)
− k − t
n+ 1

(
(k + 1)n+ t

n

)
.
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Again, by definition these numbers are equal to those from (3), and have been added to the OEIS
as entries A001764, A002293, A002294, A334785–A334787. Together, the bijective and generating
function approaches yield the following interesting summation identity related to (7),

t−1∑
j=0

Cn,j =
k

n+ 1

(
(k + 1)n

n

)
− k − t
n+ 1

(
(k + 1)n+ t

n

)
. (20)

This identity can be interpreted combinatorially by counting kt-Dyck paths. On the left-hand side we have
the total number of kj-Dyck paths of length (k + 1)n for 0 ≤ j ≤ t − 1. By Observation 7, these are in
bijection with elevated k0-Dyck paths of elevation j where 0 ≤ j ≤ k− 1, which we know from (6) to be
enumerated by

k

n+ 1

(
(k + 1)n

n

)
,

minus the elevated k0-Dyck paths of elevation j where t ≤ j ≤ k − 1. It can be verified by symbolic
summation that summing the number of elevated k0-Dyck paths over t ≤ j ≤ k − 1 gives

k−1∑
j=t

j + 1

(k + 1)n+ j + 1

(
(k + 1)n+ j + 1

n

)
=
k − t
n+ 1

(
(k + 1)n+ t

n

)
. (21)

With this, we have that the summation on the left-hand side of (20) is equal to the right-hand side.
Alternatively, (20) can be proved by considering the following identity. This is a consequence of (21)

or can be verified by algebraic manipulation.

Cn,j =
k − j
n+ 1

(
(k + 1)n+ j

n

)
− k − (j + 1)

n+ 1

(
(k + 1)n+ (j + 1)

n

)
.

Summing over 0 ≤ j ≤ t− 1 yields the following telescoping sum

t−1∑
j=0

Cn,j =

t−1∑
j=0

k − j
n+ 1

(
(k + 1)n+ j

n

)
−

t−1∑
j=0

k − (j + 1)

n+ 1

(
(k + 1)n+ (j + 1)

n

)

=
k

n+ 1

(
(k + 1)n

n

)
− k − t
n+ 1

(
(k + 1)n+ t

n

)
.

Proof of Theorem 21: The system in (19) can be further simplified with the substitution x = z(1 − z)k
and the expression St(x) = (1− z)−t−1:

St,0(x, u) = 1 +
z(1− z)k

(1− z)k+t+1

t∑
i=0

ui(1− z)i = 1 +
z

(1− z)t+1

1− ut+1(1− z)t+1

1− u+ uz
. (22)

Differentiating this system and setting u = 1 yields

∂uSt,0(x, u)
∣∣
u=1

=
z

(1− z)t+1

(−(t+ 1)(1− z)t+1z + (1− z)(1− (1− z)t+1)

z2

)

https://oeis.org/A001764
https://oeis.org/A002293
https://oeis.org/A002294
https://oeis.org/A334785
https://oeis.org/A334787
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= −(t+ 1) +
1

z(1− z)t
− 1− z

z
=

1

z(1− z)t
− 1

z
− t.

Applying Lemma 19 to extract coefficients yields the expression given in the theorem.

Proposition 22. Let n ≥ 1. The coefficients of the second derivative (with respect to u) of St,0(x, u) are

[xn]∂2uSt,0(x, u)
∣∣
u=1

=
2(t− 2k − 1)

n+ 2

(
(k + 1)n+ t

n+ 1

)
+

2(t− 1)k

n+ 1

(
(k + 1)n

n

)
+

4k

n+ 2

(
(k + 1)n+ 1

n+ 1

)
.

Proof: Differentiating the expression in (22) twice with respect to u and setting u = 1 gives

∂2uSt,0(x, u)
∣∣
u=1

=
2

z2(1− z)t−1
− t(t− 1)z2 + 2(t− 1)z + 2

z2

The coefficients of this function can then be extracted using Lemma 19 to obtain the result.

For r = 1, with reference to Figure 9 and the symbolic decomposition (15) we must consider two cases:

• the sequence of down-steps before the second up-step lies entirely within the path from Sk−i−1,
and

• the path from Sk−i−1 is the empty path and so the sequence of down-steps before the second up-
step includes the k − i down-steps after the path from Sk−i−1 as well as the down-steps before the
first up-step in the path from St.

This gives the system of functional equations for 0 ≤ t ≤ k, setting S−1,1(x, u) = 1,

St,1(x, u) = 1 + x

t∑
i=0

(Sk−i−1,0(x, u)− 1)St(x, 1) + x

t∑
i=0

uk−iSt,0(x, u).

Theorem 23. The total number of down-steps between the first and second up-steps in kt-Dyck paths of
length (k + 1)n is equal to

sn,t,1 =
k

n+ 1

(
(k + 1)n

n

)
− k − t
n+ 1

(
(k + 1)n+ t

n

)
+
k(t+ 1)

n

(
(k + 1)(n− 1)

n− 1

)
. (23)

Proof: With the substitution x = z(1− z)k and using the generating function for St,0(x, u) in terms of z
and u as given in (22) we have that

St,1(x, u) = 1 + z(1− z)k 1

(1− z)t+1

( 1− (1− z)t+1

(1− z)k(1− u+ uz)
− zuk

1− u+ uz

t∑
i=0

u−i
)

+ z(1− z)k
t∑
i=0

uk−i
(
1 +

z

(1− z)t+1

1− ut+1(1− z)t+1

1− u+ uz

)
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= 1 +
z(1− (1− z)t+1)

(1− z)t+1(1− u+ uz)
+
(
z(1− z)kuk − z2uk+t+1(1− z)k

1− u+ uz

) t∑
i=0

u−i. (24)

Differentiating this with respect to u results in

∂uSt,1(x, u) =
z(1− (1− z)t+1)

(1− z)t(1− u+ uz)2
−
(
z(1− z)kuk − z2uk+t+1(1− z)k

1− u+ uz

) t∑
i=0

iu−i−1

+
(
kz(1− z)kuk−1 − z2uk+t(1− z)k((k + t)(1− u+ uz) + 1)

(1− u+ uz)2

) t∑
i=0

u−i,

and finally setting u = 1 gives the expression

∂uSt,1(x, u)
∣∣
u=1

=
1− (1− z)t+1

z(1− z)t
− (t+ 1)(1− z)k(tz + 1).

Extracting the n-th coefficient (for n ≥ 2) gives the formula for the total number of down-steps between
the first and second up-steps in kt-Dyck paths of length (k + 1)n as given in (23).

Proposition 24. Let n ≥ 2. The coefficients of the second derivative with respect to u of St,1(x, u) are

[xn]∂2uSt,1(x, u)
∣∣
u=1

=
2(t− 2k − 1)

n+ 2

(
(k + 1)n+ t

n+ 1

)
+

4(k + 1)

n+ 2

(
(k + 1)n− 1

n+ 1

)
+
k(t+ 1)(2k + t− 2)

n

(
(k + 1)(n− 1)

n− 1

)
+

4(t+ 1)k

n+ 1

(
(k + 1)n− k

n

)
.

Proof: Differentiating the expression in (24) twice with respect to u and setting u = 1 yields

∂2uSt,1(x, u)
∣∣
u=1

=
2

z2(1− z)t−1
− 2(1− z)2

z2
− (1− z)k(t+ 1)(t(2k − 1)z2 + (2k + t− 2)z + 2)

z
.

Extracting coefficients of each term via Lemma 19 gives the result in the proposition.

When r ≥ 2 the system of functional equations as well as the calculations become trickier — here there
are now three possible configurations with reference to the symbolic decomposition in (15): the sequence
of down-steps between the r-th and (r + 1)-th up-steps

1. lies entirely within the path from Sk−i−1,

2. lies entirely within the path from St, and

3. consists of the final down-steps of the path from Sk−i−1, the k − i intermediate down-steps, and
the initial down-steps of the path from St (illustrated in Figure 10).

This leads to the general functional equation for r ≥ 2,

St,r(x, u) = 1 + xSt(x, 1)

t∑
i=0

∑
n≥r

xn
(
[xn]Sk−i−1,r−1(x, u)

)
(25)
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...

...
•

• •

0
1

k − i

−i
x Sk−i−1(x, u) uk−i St,0(x, u)

Fig. 10: An illustration of Configuration 3.

+ x
t∑
i=0

r−2∑
j=0

xj
(
[xj ]Sk−i−1(x, 1)

)
St,r−1−j(x, u) (26)

+ x

t∑
i=0

xr−1
(
[xr−1]Sk−i−1(x, u)

)
uk−iSt,0(x, u). (27)

Differentiating this with respect to u and then setting u = 1, results in the following simplifications:

• The sum in the line marked (27) splits into three sums after differentiating and the differentiated
term containing ∂uSt,0(x, u) combines with the differentiated sum from the line marked (26) to
make the sum over 0 ≤ j ≤ r − 1.

• Since Sk−i−1,r−1(x, u) counts the number of down-steps between the (r− 1)-th and r-th up-steps,
and thus for n < r − 1 there are no u terms in the coefficients [xn]Sk−i−1,r−1(x, u). One of the
resulting three differentiated terms of the term in line marked (27) combines with the sum in the
line marked (25), and it follows that

∂u
∑

n≥r−1

xn
(
[xn]Sk−i−1,r−1(x, u)

)
= ∂uSk−i−1,r−1(x, u).

• Make the substitution (with relevant term replacement) from Proposition 3

[xn]St(x, u)
∣∣
u=1

=
t+ 1

(k + 1)n+ t+ 1

(
(k + 1)n+ t+ 1

n

)
and use the identity (21) to simplify the sum with bounds 0 ≤ i ≤ t.

Therefore

∂uSt,r(x, u)
∣∣
u=1

= xSt(x, 1)

t∑
i=0

∂uSk−i−1,r−1(x, u)
∣∣
u=1

+ x

r−1∑
j=0

xj∂uSt,r−1−j(x, u)
∣∣
u=1

t+ 1

j + 1

(
(k + 1)j + k − t− 1

j

)
(28)
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+ xrSt(x, 1)

t∑
i=0

(k − i)2

(k + 1)(r − 1) + k − i

(
(k + 1)(r − 1) + k − i

r − 1

)
.

Theorem 25. For r ≥ 2, the generating function for St,r(x, u) after differentiating with respect to u and
setting u = 1 is

∂uSt,r(x, u)
∣∣
u=1

=
1− (1− z)t+1

z(1− z)t
−

r∑
j=1

zj−1(1− z)kj t+ 1

(k + 1)j + t+ 1

(
(k + 1)j + t+ 1

j

)

+

r−1∑
j=1

zj(1− z)jk t+ 1

(k + 1)j + t+ 1

(
(k + 1)j + t+ 1

j

)

− zr(1− z)rk t(t+ 1)

(k + 1)r + t+ 1

(
(k + 1)r + t+ 1

r

)
.

The key to the proof of the above theorem is the following identity, which follows from the symbolic
decomposition of kt-Dyck paths given in (15). The remainder of the proof of Theorem 25 consists of
algebraic manipulations and is detailed in Appendix B.

Proposition 26. For n ≥ 0, and 0 ≤ t ≤ k we have that

n−1∑
j=0

t+ 1

(k + 1)(n− 1− j) + t+ 1

(
(k + 1)(n− 1− j) + t+ 1

n− 1− j

)
t+ 1

j + 1

(
(k + 1)j + k − t− 1

j

)

=
t+ 1

(k + 1)n+ t+ 1

(
(k + 1)n+ t+ 1

n

)
.

This result can be seen as a generalized Chu–Vandermonde-type identity, and is similar (though not
equivalent) to the family of identities given in [Rot93] and mentioned in [Gou99], known as Rothe–
Hagen identities. In particular, it can be proved algebraically using these identities, but we still provide a
bijective argument here, as we are not aware of this combinatorial interpretation in the literature.

Proof of Proposition 26: We enumerate kt-Dyck paths in two ways to obtain this identity. We have from
Proposition 3 that the number of kt-Dyck paths of length (k + 1)n is

t+ 1

(k + 1)n+ t+ 1

(
(k + 1)n+ t+ 1

n

)
.

However, the symbolic decomposition of kt-Dyck paths given in Figure 9 shows that we can decompose
a kt-Dyck path of length (k + 1)n into a kk−i−1-Dyck path of length (k + 1)j (where 0 ≤ i ≤ t and
0 ≤ j ≤ n − 1) and a kt-Dyck path of length (k + 1)(n − 1 − j). Using identity (21) to simplify the
double sum results in

n−1∑
j=0

[
t∑
i=0

k − i
(k + 1)j + k − i

(
(k + 1)j + k − i

j

)]

× t+ 1

(k + 1)(n− 1− j) + t+ 1

(
(k + 1)(n− 1− j) + t+ 1

n− 1− j

)
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=

n−1∑
j=0

t+ 1

j + 1

(
(k + 1)j + k − t− 1

j

)
t+ 1

(k + 1)(n− 1− j) + t+ 1

(
(k + 1)(n− 1− j) + t+ 1

n− 1− j

)
.

Since these are both valid ways to enumerate kt-Dyck paths of length (k + 1)n, the identity holds.

Corollary 27. The total number of down-steps between the r-th and the (r + 1)-th up-steps in kt-Dyck
paths of length (k + 1)n for r < n is

sn,t,r =
k

n+ 1

(
(k + 1)n

n

)
− k − t
n+ 1

(
(k + 1)n+ t

n

)
+

r∑
j=1

t+ 1

(k + 1)j + t+ 1

k

n− j + 1

(
(k + 1)j + t+ 1

j

)(
(k + 1)(n− j)

n− j

)
By using (20), this result corresponds to that of Corollary 12. In fact, we can even rewrite this result in

the form

sn,t,r = sn,t,0 +

r∑
j=1

t+ 1

(k + 1)j + t+ 1

k

n− j + 1

(
(k + 1)j + t+ 1

j

)(
(k + 1)(n− j)

n− j

)
.

Proof of Corollary 27: We begin by calculating [xn]zj−1(1− z)kj for j ≥ 1, using Lemma 19,

[xn]zj−1(1− z)kj = − k

n− j + 1

(
(k + 1)(n− j)

n− j

)
.

Additionally, since 1−(1−z)t+1

z(1−z)t = 1
z(1−z)t −

1
z + 1, in a similar way we have

[xn]
1

z(1− z)t
=

(
(k + 1)n+ t

n

)
t− k
n+ 1

,

as well as

[xn]
1

z
= − k

n+ 1

(
(k + 1)n

n

)
.

Combining these with the result in Theorem 25, we have that for r < n

[xn]∂uSt,r(x, u) = [xn]
1− (1− z)t+1

z(1− z)t

−
r∑
j=1

t+ 1

(k + 1)j + t+ 1

(
(k + 1)j + t+ 1

j

)
[xn]zj−1(1− z)kj

=
k

n+ 1

(
(k + 1)n

n

)
− k − t
n+ 1

(
(k + 1)n+ t

n

)
+

r∑
j=1

t+ 1

(k + 1)j + t+ 1

(
(k + 1)j + t+ 1

j

)
k

n− j + 1

(
(k + 1)(n− j)

n− j

)
.
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In this section we have shown that the generating function approach is just as suitable as the bijective
approach for the investigation of the down-step parameter, with the added benefit of providing a strategy
for computing the variance for all fixed values of r. In fact, combining these two approaches reveals
interesting summation identities like (20).

6 Asymptotics for down-step statistics
In this section we calculate asymptotics for the average number of down-steps as well as the variance in
the number of down-steps in kt-Dyck paths of length (k + 1)n. These multivariable computations can
become quite involved, and thus were performed(vii) using the asymptotic expansions module [HHK15]
in SageMath [The20].

Formally, we conduct this analysis by considering the random variableXn,t,r which models the number
of down-steps between the r-th and the (r + 1)-th up-steps in a kt-Dyck path of length (k + 1)n chosen
uniformly at random.

6.1 Expected Value
From the explicit formulas for sn,t,r provided in Corollary 12 and Corollary 27 (for the case where 0 ≤
r < n) as well as Proposition 13 and Proposition 18 (for r = n) the expected number of down-steps can
be obtained immediately by the relation

EXn,t,r =
sn,t,r
Cn,t

.

From there, we can determine asymptotic expansions (for n → ∞ and with k, t fixed) of down-steps
between the r-th and (r + 1)-th up-steps.

An asymptotic expansion with error term O(1/n) can be obtained directly from the expressions for
sn,t,r and Cn,t. Expansions of arbitrary precision can be obtained by rewriting the products as factorials
and applying Stirling’s formula, cf. [DLMF20, 5.11.3]; the first few terms are contained in the SageMath
worksheet.

Proposition 28. For kt-Dyck paths of length (k + 1)n, the following results hold:

1. The expected number of down-steps before the first up-step is

EXn,t,0 =
k (kn+ t+ 1) · · · (kn+ 1)

(n+ 1)(t+ 1) ((k + 1)n+ t) · · · ((k + 1)n+ 1)
− (k − t)(kn+ t+ 1)

(n+ 1)(t+ 1)

=
k

t+ 1

(
kt+1

(k + 1)t
− k + t

)
+O

(
1

n

)
.

2. For fixed 1 ≤ r < n, the expected number of down-steps between the r-th and (r + 1)-th up-steps
is

EXn,t,r =
k (kn+ t+ 1) · · · (kn+ 1)

(n+ 1)(t+ 1) ((k + 1)n+ t) · · · ((k + 1)n+ 1)
− (k − t)(kn+ t+ 1)

(n+ 1)(t+ 1)

(vii) A worksheet containing these computations can be found at https://gitlab.aau.at/behackl/
kt-dyck-downstep-code.

http://dlmf.nist.gov/5.11.E3
https://gitlab.aau.at/behackl/kt-dyck-downstep-code
https://gitlab.aau.at/behackl/kt-dyck-downstep-code
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+

r∑
j=1

t+ 1

(k + 1)j + t+ 1

(
(k + 1)j + t+ 1

j

)
× k n · · · (n− j + 2) (kn+ t+ 1) · · · (k(n− j) + 1)

(t+ 1) ((k + 1)n+ t) · · · ((k + 1)(n− j) + 1)

=
kt+2

(k + 1)t

r∑
j=1

1

(k + 1)j + t+ 1

(
(k + 1)j + t+ 1

j

)(
kk

(k + 1)k+1

)j
+

k

t+ 1

(
kt+1

(k + 1)t
− k + t

)
+O

(
1

n

)
.

Analogously, we obtain the following result for EXn,t,n as well as EXn,t,n−r.

Proposition 29. For kt-Dyck paths of length (k + 1)n we find:

1. The expected number of down-steps after the last up-step is

EXn,t,n =
((k + 1)(n+ 1) + t) · · · ((k + 1)n+ t+ 1)

(n+ 1) (k(n+ 1) + t+ 1) · · · (kn+ t+ 2)
− (t+ 1)

=
(k + 1)k+1

kk
− (t+ 1) +O

(
1

n

)
.

2. For fixed 1 ≤ r ≤ n, the expected number of down-steps between the (n−r)-th and the (n−r+1)-th
up-steps is

EXn,t,n−r =
((k + 1)(n+ 1) + t) · · · ((k + 1)n+ t+ 1)

(n+ 1) (k(n+ 1) + t+ 1) · · · (kn+ t+ 2)
− (k + 1)

−
r∑
j=2

(
(j − 1)(k + 1)

j

)
n · · · (n− j + 2) (kn+ t+ 1) · · · (k(n− j + 1) + t+ 2)

(j − 1)((k + 1)n+ t) · · · ((k + 1)(n− j + 1) + t+ 1)

=
(k + 1)k+1

kk
− k − 1−

r∑
j=2

1

j − 1

(
(j − 1)(k + 1)

j

)
kk(j−1)

(k + 1)(k+1)(j−1) +O

(
1

n

)
.

Remark 7. Note that extracting the asymptotic behaviour from the explicit formulas is, of course, not the
only viable strategy: alternatively, we could extract the growth directly from the generating functions by
investigating the substitution x = z(1− z)k from (16), where the variable x symbolically corresponds to
the number of up-steps in kt-Dyck paths.

To be more precise, instead of using Lemma 19 for translating between the “generating function world”
and the “coefficient world”, we could also observe that ϕ(z) := z(1− z)k has an analytic inverse as long
as ϕ′(z) 6= 0. And indeed: z0 = 1/(k + 1) is the zero of smallest modulus of the derivative ϕ′(z).
Singular inversion [FS09, Chapter VI.7] (which basically expands ϕ(z) as a power series in z− z0 to find
that the inverse function has a square root singularity at x0 = ϕ(z0) =

kk

(k+1)k+1 ) then allows to obtain the
asymptotic growth of the coefficients of the inverse function of ϕ(z) (or compositions thereof, which is
what obtained in the formulas throughout Section 5) by means of singularity analysis. These calculations
can also be carried out with SageMath’s module on asymptotic expansions [HHK15].
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It is worthwhile to take a closer look at the asymptotic expansions given in Propositions 28 and 29. In
particular, if we divide these expansions by k and let k → ∞, a very particular behaviour (illustrated in
Figures 11, 12a, 12b) arises. Note that dividing by k is fairly intuitive as kt-Dyck paths need to have k
down-steps for every up-step, normalization thus yields a parameter for down-steps that is on the same
scale as the number of up-steps.

For the beginning of paths (Proposition 28), the limiting behaviour depends on t. In particular, for t = 0
we obtain

lim
k→∞

lim
n→∞

EXn,0,r

k
=

r∑
j=1

jj−1

j!

1

ej
, (29)

and for t = k,

lim
k→∞

lim
n→∞

EXn,k,r

k
=

r+1∑
j=1

jj−1

j!

1

ej
. (30)

Notice that (30) is the same sum as in (29) with a shifted upper limit of r + 1 instead of r. This
means that for fixed r and k → ∞, the quantity EXn,k,r/k has the same asymptotic behaviour as
EXn,0,r+1/k. This is also indicated by Figure 12c, compare the values represented by the red dots (cor-
responding to EXn,k,r/k) to the values represented by the blue dots one unit to the right (corresponding
to EXn,0,r+1/k).

In contrast, analogous limiting expressions for the end of paths (Proposition 29) do not depend on t,
with the exception of down-steps after the last up-step. Namely, for k →∞ we have

lim
n→∞

EXn,t,n

k
= e− 2t+ 2− e

2k
+O

(
1

k2

)
.

Furthermore, for fixed r ≥ 1 we have

lim
k→∞

lim
n→∞

EXn,t,n−r

k
= e−

r∑
j=1

(j − 1)j−1

j!

1

ej−1
. (31)

Together with the observation that the asymptotic main term in n given in Proposition 29 (2) does not
depend on t, these considerations explain why the rightmost points in Figure 12d (i.e., those corresponding
to r = n) are evenly distributed, and the points for r < n nearly coincide for 0 ≤ t ≤ k.

The expressions in (29) and (31) are related to T (x), the Cayley tree function(viii) which satisfies the
equation T (x) = x exp(T (x)) (see [FS09, VI.16]), as follows. We have T (x) =

∑
j≥1

jj−1

j! x
j and

1
T (x) =

1
x −

∑
j≥0

jj

(j+1)!x
j (see A000169 in the OEIS [OEI22]). The right-hand side expressions in (29)

and (31) are partial sums of these power series, upon substitution of x = 1/e. Since we have T (1/e) = 1,
and since the sequence (sn,t,r)0≤r≤n is increasing (strongly, except for t = k, r = n − 1), for each
0 < β < 1 we have

lim
k→∞

lim
n→∞

sn,t,[βn]

kCn,t
= 1.

This observation is illustrated in Figure 11.

(viii) The Cayley tree function T (x) is also strongly related to the Lambert W function W (x) via −W (−x) = T (x).

https://oeis.org/A000169
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Fig. 11: Distribution of Xn,t,r/k for t = 7 and several combinations of values for n and k: (n, k) ∈
{(10, 100), (40, 400), (160, 1600), (640, 6400)}. Darker lines correspond to larger values of n and k.

6.2 Variance

Fueled by the generating function approach presented in Section 5 we are able to obtain asymptotic
expansions for the variance VXn,t,r as well. To do so, we use the known asymptotic behaviour for the
expected value EXn,t,r as discussed by Propositions 28 and 29 together with the explicit formulas for the
second factorial moment E(Xn,t,r(Xn,t,r−1)) that are obtained by normalizing the coefficients extracted
from the second partial derivatives of the corresponding bivariate generating functions (Propositions 20,
22, and 24). Combining these quantities by means of the well-known formula

VXn,t,r = E(Xn,t,r(Xn,t,r − 1)) + EXn,t,r − (EXn,t,r)
2

yields the variance of the number of down-steps between the r-th and (r + 1)-th down-steps in kt-Dyck
paths of length (k + 1)n.

While the calculations are not complicated per se, the involved asymptotic expansions are rather large
which makes carrying out these calculations by hand a tedious task. Thus, we used SageMath [The20]
and included our calculations in one of our associated worksheets(ix). The following theorem summarizes
our findings.

Theorem 30. Let k and t be fixed integers with k ≥ 1 and 0 ≤ t ≤ k, and consider n → ∞. Then the
variance of the random variables Xn,t,0, Xn,t,1, and Xn,t,n modeling the number of down-steps before
the first up-step, between the first and second up-steps, and after the last up-step respectively, admit the
asymptotic expansions

VXn,t,0 =
−α2

t,kk
4 + 2(t+ 2)αt,kk

3 + ((2t+ 3)(t+ 1)αt,k + 3t2 + 4t)k2 + t(t+ 1)k

(t+ 1)2
+O

(
1

n

)
,

(32)

(ix) Our computations are publicly available at https://gitlab.aau.at/behackl/kt-dyck-downstep-code.

https://gitlab.aau.at/behackl/kt-dyck-downstep-code


Down-steps in generalized Dyck paths 33

(a) Xn,t,r/k for t = 0.
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(b) Xn,t,r/k for t = 10.
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(c) Xn,t,r/k for 0 ≤ t ≤ 10 and 0 ≤ r ≤ 5.
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(d) Xn,t,r/k for 0 ≤ t ≤ 10 and 95 ≤ r ≤ 100.
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Fig. 12: Distribution of Xn,t,r/k for n = 100, k = 10, and varying values of t and r.

where αt,k =
(

k
k+1

)t − 1,

VXn,t,1 =
(6k + t+ 3)kk+t+2

(k + 1)k+t+1
+

(4k + 1)kt+2

(k + 1)t(t+ 1)
− (4k2 − 2kt+ 3k − t)k

(t+ 1)

−
(
(t+ 1)kk+t+2 + kt+2(k + 1)k+1 − k(k − t)(k + 1)k+t+1

(k + 1)k+t+1(t+ 1)

)2

+O

(
1

n

) (33)

and finally,

VXn,t,n =
(k + 1)2k+2 − (2k + 1)(k + 1)k+1kk

k2k
+O

(
1

n

)
. (34)

Remark 8. Observe that the main contribution in the asymptotic expansions of both the expected value
and the variance is of constant order and independent of n. This hints towards the parameter admitting a
discrete limiting distribution; details are subject to further investigations.

Conclusion
In this article we began investigations into statistics concerning down-steps in kt-Dyck paths under the
assumption 0 ≤ t ≤ k. This led to new combinatorial identities, as well as new bijective proofs for known
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combinatorial identities. Furthermore, within the study of applications of this statistic in coding theory,
we found a new Cycle Lemma-type result which also led us to a novel interpretation of Catalan numbers.

There are several open questions related to the down-step statistic that we intend to address in further
work. This includes the more involved case of t > k, a closer investigation to extended Kreweras walks
as mentioned in the introduction, as well as further study of the asymptotic behaviour.
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A Proof of Proposition 20

Proof: The second derivative of the functional equation given in (17) is

∂2uSt(x, u) = x

t∑
i=0

∂2uSk−i−1(x, u)u
k−i + 2x

t∑
i=0

∂uSk−i−1(x, u)(k − i)uk−i−1

+ x

t∑
i=0

Sk−i−1(x, 1)∂
2
uSt(x, u) + x

t∑
i=0

Sk−i−1(x, u)(k − i)(k − i− 1)uk−i−2.

Simplifying this expression, setting u = 1, and applying relevant substitutions yields

∂2uSt(x, u)
∣∣
u=1

(1− z)t+1 = z(1− z)k
t∑
i=0

∂2uSk−i−1(x, u)
∣∣
u=1
− z(1− z)k

t∑
i=0

(k − i)2

(1− z)k−i

+ (2− z(1− z)k)
t∑
i=0

k − i
(1− z)k−i

− 2

t∑
i=0

(k − i). (35)

We show that the second derivative at u = 1 is equal to

∂2uSt(x, u)
∣∣
u=1

=
2(1− (1− z)t+1)

z2(1− z)2k+t+1
− 2(t+ k + 2)

z(1− z)k+t+1
+

2(k + 1)

z(1− z)k
+

(t+ 1)(t+ 2)

(1− z)t+1
(36)

by substituting it into the occurrences of ∂2uSk−i−1(x, u)
∣∣
u=1

on the right-hand side of (35), and simpli-
fying this to obtain

∂2uSt(x, u)
∣∣
u=1

(1− z)t+1 = z(1− z)k
t∑
i=0

2(1− (1− z)k−i)
z2(1− z)3k−i

− z(1− z)k
t∑
i=0

2(2k − i+ 1)

z(1− z)2k−i

+ z(1− z)k
t∑
i=0

2(k + 1)

z(1− z)k
+ z(1− z)k

t∑
i=0

(k − i)(k − i+ 1)

(1− z)k−i

− z(1− z)k
t∑
i=0

(k − i)2

(1− z)k−i
+ (2− z(1− z)k)

t∑
i=0

(k − i)
(1− z)k−i

− 2

t∑
i=0

(k − i)

=
2(1− (1− z)t+1)

z2(1− z)2k
− 2(t+ k + 2)

z(1− z)k
+ 2(k + 1)

(1− z)t+1

z(1− z)k

http://www.sagemath.org
http://www.sagemath.org
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+ (t+ 2)(t+ 1),

thus proving (36). We then extract coefficients from (36) using Lemma 19 to obtain the result, where

[xn]
1

z2(1− z)2k+t+1
=
t+ 1

n+ 2

(
(k + 1)(n+ 2) + t

n+ 1

)
, [xn]

1

(1− z)t+1
=
t+ 1

n

(
(k + 1)n+ t

n− 1

)
,

and

[xn]
1

z(1− z)k+t+1
=
t+ 1

n+ 1

(
(k + 1)(n+ 1) + t

n

)
.

B Proof of Theorem 25
Proof: To make the proof simpler, we compute each term of (28) individually, starting with the first.

xSt(x, 1)

t∑
i=0

∂uSk−i−1,r−1(x, u)
∣∣
u=1

= z(1− z)kSt(x, 1)
t∑
i=0

1− (1− z)k−i

z(1− z)k−i−1

− z(1− z)kSt(x, 1)
t∑
i=0

r−1∑
j=1

zj−1(1− z)jk k − i
(k + 1)j + k − i

(
(k + 1)j + k − i

j

)

+ z(1− z)kSt(x, 1)
t∑
i=0

r−2∑
j=1

zj(1− z)jk k − i
(k + 1)j + k − i

(
(k + 1)j + k − i

j

)

− z(1− z)kSt(x, 1)
t∑
i=0

zr−1(1− z)(r−1)k (k − i− 1)(k − i)
(k + 1)(r − 1) + k − i

(
(k + 1)(r − 1) + k − i

r − 1

)
.

Simplifying the sum that is a geometric series (and including its excess terms into the j = 0 cases of the
second and third terms) as well as evaluating sums in the second and third sums by using (21), we obtain

xSt(x, 1)

t∑
i=0

∂uSk−i−1,r−1(x, u)
∣∣
u=1

=
1− (1− z)t+1

z(1− z)t

−
(1
z
St(x, 1)− St(x, 1)

) r−1∑
j=0

zj+1(1− z)(j+1)k t+ 1

j + 1

(
(k + 1)j + k − t− 1

j

)

− zr(1− z)rkSt(x, 1)
t∑
i=0

(k − i)2

(k + 1)(r − 1) + k − i

(
(k + 1)(r − 1) + k − i

r − 1

)
.

Set Bj,k,t := t+1
j+1

(
(k+1)j+k−t−1

j

)
, the second term from (28) simplifies to

x

r−1∑
j=0

xj∂uSt,r−1−j(x, u)
∣∣
u=1

t+ 1

j + 1

(
(k + 1)j + k − t− 1

j

)
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=

r−1∑
j=0

zj+1(1− z)k(j+1) 1− (1− z)t+1

z(1− z)t
t+ 1

j + 1

(
(k + 1)j + k − t− 1

j

)

−
r−1∑
j=0

r−1−j∑
`=1

z`+j(1− z)k(`+j+1) t+ 1

(k + 1)`+ t+ 1

(
(k + 1)`+ t+ 1

`

)
Bj,k,t

+

r−1∑
j=0

r−2−j∑
`=1

z`+j+1(1− z)k(`+j+1) t+ 1

(k + 1)`+ t+ 1

(
(k + 1)`+ t+ 1

`

)
Bj,k,t

−
r−1∑
j=0

zr(1− z)rk t(t+ 1)

(k + 1)(r − 1− j) + t+ 1

(
(k + 1)(r − 1− j) + t+ 1

r − 1− j

)
Bj,k,t.

This is further simplified by applying Proposition 26 and rewriting (1− (1− z)t)/(z(1− z)t) in terms of
St(x, 1),

x

r−1∑
j=0

xj∂uSt,r−1−j(x, u)
∣∣
u=1

t+ 1

j + 1

(
(k + 1)j + k − t− 1

j

)

=
(1
z
St(x, 1)− St(x, 1)−

1

z
+ 1
) r−1∑
j=0

zj+1(1− z)k(j+1)Bj,k,t

− 1

z

r−1∑
j=0

r−1−j∑
`=1

z`+j+1(1− z)k(`+j+1) t+ 1

(k + 1)`+ t+ 1

(
(k + 1)`+ t+ 1

`

)
Bj,k,t

+

r−1∑
j=0

r−2−j∑
`=1

z`+j+1(1− z)k(`+j+1) t+ 1

(k + 1)`+ t+ 1

(
(k + 1)`+ t+ 1

`

)
Bj,k,t

− zr(1− z)rk t(t+ 1)

(k + 1)r + t+ 1

(
(k + 1)r + t+ 1

r

)
,

and finally, including the terms for ` = 0 into each of the sums,

x

r−1∑
j=0

xj∂uSt,r−1−j(x, u)
∣∣
u=1

t+ 1

j + 1

(
(k + 1)j + k − t− 1

j

)

=
(1
z
St(x, 1)− St(x, 1)

) r−1∑
j=0

zj+1(1− z)k(j+1)Bj,k,t

− 1

z

r−1∑
j=0

r−1−j∑
`=0

z`+j+1(1− z)k(`+j+1) t+ 1

(k + 1)`+ t+ 1

(
(k + 1)`+ t+ 1

`

)
Bj,k,t

+

r−1∑
j=0

r−2−j∑
`=0

z`+j+1(1− z)k(`+j+1) t+ 1

(k + 1)`+ t+ 1

(
(k + 1)`+ t+ 1

`

)
Bj,k,t
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− zr(1− z)rk t(t+ 1)

(k + 1)r + t+ 1

(
(k + 1)r + t+ 1

r

)
.

Combining these terms and the final term of (28) which has not been simplified gives us

∂uSt,r(x, u)
∣∣
u=1

=
1− (1− z)t+1

z(1− z)t

−
(1
z
St(x, 1)− St(x, 1)

) r−1∑
j=0

zj+1(1− z)(j+1)kBj,k,t

− zr(1− z)rkSt(x, 1)
t∑
i=0

(k − i)2

(k + 1)(r − 1) + k − i

(
(k + 1)(r − 1) + k − i

r − 1

)

+
(1
z
St(x, 1)− St(x, 1)

) r−1∑
j=0

zj+1(1− z)k(j+1)Bj,k,t

− 1

z

r−1∑
j=0

r−1−j∑
`=0

z`+j+1(1− z)k(`+j+1) t+ 1

(k + 1)`+ t+ 1

(
(k + 1)`+ t+ 1

`

)
Bj,k,t

+

r−1∑
j=0

r−2−j∑
`=0

z`+j+1(1− z)k(`+j+1) t+ 1

(k + 1)`+ t+ 1

(
(k + 1)`+ t+ 1

`

)
Bj,k,t

− zr(1− z)rk t(t+ 1)

(k + 1)r + t+ 1

(
(k + 1)r + t+ 1

r

)
+ zr(1− z)rkSt(x, 1)

t∑
i=0

(k − i)2

(k + 1)(r − 1) + k − i

(
(k + 1)(r − 1) + k − i

r − 1

)
.

From this, there are some clear cancellations of factors and we re-index the double sums, which leads to

∂uSt,r(x, u)
∣∣
u=1

=
1− (1− z)t+1

z(1− z)t

− 1

z

r∑
m=1

zm(1− z)km
m−1∑
j=0

t+ 1

(k + 1)(m− 1− j) + t+ 1

(
(k + 1)(m− 1− j) + t+ 1

m− 1− j

)
Bj,k,t

+

r−1∑
m=1

zm(1− z)km
m−1∑
j=0

t+ 1

(k + 1)(m− 1− j) + t+ 1

(
(k + 1)(m− 1− j) + t+ 1

m− 1− j

)
Bj,k,t

− zr(1− z)rk t(t+ 1)

(k + 1)r + t+ 1

(
(k + 1)r + t+ 1

r

)
,

and finally, once again using Proposition 26 we have obtained an expression which is in the form of
Theorem 25, concluding the proof

∂uSt,r(x, u)
∣∣
u=1

=
1− (1− z)t+1

z(1− z)t
− zr(1− z)kr t(t+ 1)

(k + 1)r + t+ 1

(
(k + 1)r + t+ 1

r

)
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−
r∑

m=1

zm−1(1− z)km t+ 1

(k + 1)m+ t+ 1

(
(k + 1)m+ t+ 1

m

)

+

r−1∑
m=1

zm(1− z)km t+ 1

(k + 1)m+ t+ 1

(
(k + 1)m+ t+ 1

m

)
.
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